Communications in Partial Differential Equations

Non—existence of positive solutions to semilinear elliptic equations on \(\mathbb{R}^n\) or \(\mathbb{R}^m\) through the method of moving planes

Bianchi Gabriele

\(^a\) Dipartimento di Matematica, Università di Ferrara, Ferrara, Italy

Online Publication Date: 01 January 1997

To cite this Article: Gabriele, Bianchi (1997) 'Non—existence of positive solutions to semilinear elliptic equations on \(\mathbb{R}^n\) or \(\mathbb{R}^m\) through the method of moving planes', Communications in Partial Differential Equations, 22:9, 1671 — 1690

To link to this article: DOI: 10.1080/03605309708821315
URL: http://dx.doi.org/10.1080/03605309708821315

PLEASE SCROLL DOWN FOR ARTICLE

Full terms and conditions of use: http://www.informaworld.com/terms-and-conditions-of-access.pdf

This article maybe used for research, teaching and private study purposes. Any substantial or systematic reproduction, re-distribution, re-selling, loan or sub-licensing, systematic supply or distribution in any form to anyone is expressly forbidden.

The publisher does not give any warranty express or implied or make any representation that the contents will be complete or accurate or up to date. The accuracy of any instructions, formulae and drug doses should be independently verified with primary sources. The publisher shall not be liable for any loss, actions, claims, proceedings, demand or costs or damages whatsoever or howsoever caused arising directly or indirectly in connection with or arising out of the use of this material.
NON-EXISTENCE OF POSITIVE SOLUTIONS
TO SEMILINEAR ELLIPTIC EQUATIONS ON \( \mathbb{R}^n \) OR \( \mathbb{R}_+^n \)
THROUGH THE METHOD OF MOVING PLANES

Gabriele Bianchi*

Dipartimento di Matematica, Università di Ferrara,
Via Machiavelli 35, I-44100 Ferrara, Italy

0. INTRODUCTION

In [6] Ding and Ni proved the following result for the problem

\[
\begin{aligned}
\Delta u + K(|x|)u^p &= 0 \quad \text{in } \mathbb{R}^n, n \geq 3 \\
u &> 0, \quad u \in C^0(\mathbb{R}^n) \cap C^2(\mathbb{R}^n \setminus \{0\}).
\end{aligned}
\]

Theorem A. Let \( p = \frac{n+2}{n-2} \) and \( K(r) \in C^0([0, +\infty)) \) be non-decreasing and not identically constant. Then problem (0.1) has no radially symmetric solution.

This result was later generalized to any \( p > 1 \) by T. Kusano and M. Naito [15] who proved that when \( \frac{d}{dr} \left( r^{(n+2-p(n-2))/2} K(r) \right) \geq 0 \), \( \neq 0 \) problem (0.1) has no radially symmetric solution.

A natural question, asked by Li and Ni in [10], is whether under the hypotheses of Theorem A, (0.1) has non-radial solutions. We are able to give a negative answer to this question.

Theorem 1. Let \( K(r) \) be non-negative and \( C^1([0, +\infty)) \) and let \( \sigma = n + 2 - p(n - 2) \). If either \( p > \frac{n+2}{n-2} \) and \( \frac{d}{dr} \left( r^{\sigma} K(r) \right) \geq 0 \), or \( 1 < p \leq \frac{n+2}{n-2} \) and \( \frac{d}{dr} \left( r^{\sigma/2} K(r) \right) \geq 0 \), \( \neq 0 \) then problem (0.1) has no solution.
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When $0 < p < \frac{n+2}{n-2}$, $\frac{d}{dr} (r^\gamma K(r)) \geq 0$, $\neq 0$ and as $r \to 0 K(r) = o(r^{-\sigma})$, then any solution to (0.1) is radially symmetric about the origin.

It follows thus, for instance, that there is no nontrivial entire positive solution for $\Delta u + |x|^\alpha u^p = 0$ when $p > \frac{n+2}{n-2}$, $\gamma \geq -\sigma$ and also when $1 < p \leq \frac{n+2}{n-2}$, $\gamma > -\sigma/2$. Theorem 1 is a consequence of the following symmetry result.

**Proposition 6.** Let $u$ be a positive solution of $\Delta u + g(|x|, u) = 0$ in $\mathbb{R}^n \setminus \{0\}$, which belongs to $C^0(\mathbb{R}^n) \cap C^2(\mathbb{R}^n \setminus \{0\})$. Let us assume that

(i) $g(r, t) \geq 0$ is locally Lipschitz in $t > 0$ and continuous in $r > 0$, and, for any compact set $H \subset (0, \infty)$, $\sup_{t \in H, r \neq t} (g(r, t) - g(r, s))/(t - s) = o(r^{-\sigma})$ as $r \to 0$,

(ii) $g(r, t)$ is non decreasing in $t$ for any $r > 0$,

(iii) $g(1/r, r^{\alpha-t})/r^{\alpha+2}$ is non increasing in $r$ for any $t > 0$.

Then $|x|^2 - u(x/|x|^2)$ is radially symmetric about some point. Moreover if $|x|^2 - u(x/|x|^2)$ is not continuous at the origin then $u$ is radially symmetric about the origin. This last conclusion holds also if there exists $\bar{r} \geq 0$ such that for any $t > 0$ the function in (iii) is not constant in any neighborhood of $\bar{r}$.

It is known that a solution $u$ to (0.1) is radially symmetric if $K(r)$ is decreasing and $u$ decays to 0 at infinity fast enough, see for instance Ni and Li [11]. The novelty of proposition 6 is that the nonlinearity $g$ is not required to be monotone decreasing with respect to $r$ and that no decay condition is required on $u$. The generalized Matukuma equation

$$\Delta u + \frac{|x|^{\lambda-2}}{(1 + |x|^2)^{\lambda/2}} u^p = 0 \quad \text{in } \mathbb{R}^3,$$

($\lambda > 0$) proposed as a mathematical model in astrophysics, see [12], is an example of an equation where, for some $\lambda$ and $p$, the coefficient of $u^p$ is not monotone decreasing and proposition 6 applies. This equation also shows that the non existence part of theorem 1 for $1 < p < (n+2)/(n-2)$ is optimal: $r^{\alpha/2}K(r)$ is non decreasing if and only if $p \leq 1$ and it is known that for $\lambda = 2$, $p > 1$ there are solutions. Another symmetry result in the same spirit is theorem 2.

**Theorem 2.** Let $u$ be a positive solution of $\Delta u + K(|x|)u^p = 0$, $p > 0$, in $\mathbb{R}^n \setminus \{0\}$, in the class $C^2(\mathbb{R}^n \setminus \{0\})$.

Let us assume that $K(r)$ is non negative and continuous in $(0, \infty)$ and that there exists $\bar{r} > 0$ such that

$$K(r)r^2 - r^{\alpha} \frac{(p+1)(p-2)}{2} > 0$$

(0.2)
is non-increasing in $(0, r]$ and non decreasing in $[r, \infty)$. 

If the function in (0.2) is not identically constant then $u$ is radially symmetric about the origin.

If the function in (0.2) is identically constant and if $u$, or its Kelvin transform, is not continuous in the origin the same conclusion holds.

Note that when $p \in (1, \frac{n+2}{n-2})$ any $K$ non-increasing in $(0, r]$ and non decreasing in $[r, \infty)$ satisfies (0.2), that this result applies also to solutions to (0.1) which are singular in the origin, and that it holds for any $p > 0$. Theorem 2 generalizes a result proved by the present author in [1], in the case $p = \frac{n+2}{n-2}$ and $u(x) = O(|x|^{2-n})$ at infinity.

The method of proof of theorem 2 and of proposition 6 is relatively simple: we use the moving plane method to prove symmetry of a suitable Kelvin transform of a solution. This Kelvin transform might be singular in some point but when the nonlinearity in the equation is increasing in $u$, this problem can be handled without much difficulty.

For the equation $\Delta u + g(u) = 0$, where

$$g(t)/t^{\frac{n-2}{n+2}}$$

is non increasing,

the following result holds.

**Theorem 3.** Let $u$ be a $C^2$ positive solution of $\Delta u + g(u) = 0$ in $\mathbb{R}^n$, where $g$ satisfies assumption (0.3).

Then either $u$ is constant and $g$ vanishes on that constant or

$$u(x) = \frac{k}{(|x-x_0|^2 + h^2)^{(n-2)/2}}$$

for some positive constants $k$, $h$ and some point $x_0 \in \mathbb{R}^n$ and $g(t)$ is a suitable positive multiple of $t^{\frac{n+2}{n-2}}$ for any $t \in (0, \max_{\mathbb{R}^n} u]$.

Note that in theorem 3 $g$ is not required to be increasing.

In [3] Caffarelli, Gidas and Spruck proved the radial symmetry of all entire positive solutions of $\Delta u + g(u) = 0$ when $g$ satisfies (0.3) and other extra assumptions. They could then prove, via ODE arguments, that all positive solutions of $\Delta u + u^p = 0$, $p = (n + 2)/(n - 2)$, have the form (0.4). Gidas and Spruck had already proved in [17] that the same equation does not have any positive entire solution for $1 \leq p < (n + 2)/(n - 2)$. A simpler proof of all this was later given by W. Chen and C. Li [4]. Theorem 3 generalizes and further simplifies these results.
The proof is the following:
- use the techniques introduced for proposition 6 to prove that any (i.e. centered at any point) Kelvin transform of a solution is radially symmetric,
- apply the following lemma (we state it in a simplified form):

**Lemma 7.** If a function $u$, defined in $\mathbb{R}^n$, has the property that two suitable Kelvin transforms of $u$ are radially symmetric, then either $u$ is constant or (0.4) holds.

The precise statement of Lemma 7 is in section 3 and its proof is absolutely elementary.

After we essentially completed our work we learned that C. C. Chen and C. S. Lin [5] proved theorem 3 under the extra assumptions $g$ increasing, $g(t) = O(t^{n-2})$ as $t \to \infty$.

Under some extra assumptions theorem 3 can be generalized to allow $g$ to depend also on $|x|$.

**Theorem 4.** Let $u$ be a $C^2$ positive solution of $\Delta u + g(|x|, u) = 0$ in $\mathbb{R}^n$, where $g(r,t)$ satisfies the assumptions of proposition 6 and it is non decreasing in $r$. Then either $u$ is constant and $g \equiv 0$ or

$$u(x) = \frac{k}{(|x - x_0|^2 + h^2)^{(n-2)/2}}$$

for some real constants $k > 0$, $h$ and some point $x_0 \in \mathbb{R}^n$ and $g(r, t)$ is a suitable positive multiple of $t^{\frac{n-2}{2}}$ for any $t \in (0, \max u]$.

In the case $g(r, u) = K(r)u^p$ $p \geq \frac{n+2}{n-2}$ this result coincides with Theorem 1, while it is weaker for $1 < p < \frac{n+2}{n-2}$, in that it requires $K$ be non decreasing. We remark that also the proof of this theorem, as well as that of theorem 3, does not depend on any ODE argument or on any Pohozaev identity and is based solely on repeated application of the moving plane method and on the previously mentioned Lemma 7. This provides a completely different proof of Theorem A.

These ideas, combined with some technical lemmas in [13] and in [16], can be used to prove a result similar to Theorem 3 for the corresponding nonlinear Neumann problem on the half space $\mathbb{R}^n_+ = \{x_n > 0\}$

$$\begin{align*}
\begin{cases}
\Delta u + g(u) = 0 & \text{in } \mathbb{R}^n_+ \\
\frac{\partial u}{\partial x_n} = h(u) & \text{in } \partial \mathbb{R}^n_+.
\end{cases}
\end{align*}$$

(0.5)
Theorem 5. Let \( u \) be a \( C^2(\mathbb{R}^n_+)^n \cap C^1(\mathbb{R}^n_+) \) positive solution of problem (0.5). Let us assume that \( g \) and \( h \) are locally Lipschitz in \((0, \infty), g \geq 0 \) is non decreasing, \( g(t)/(t^{(n+2)/(n-2)}) \) and \(-h(t)/t^{(n)/(n-2)}\) are non increasing.

Then one of the following assertions is true:
- there are some constants \( a \geq 0, b > 0 \) such that \( u(x) = ax + b, \quad g \equiv 0, \quad \text{and} \quad h(b) = a; \)
- there are some constants \( k > 0, d < 0 \) and some point \( x_0 \in \{ x_n < 0 \} \) such that \( u(x) = \frac{k}{|x - x_0|^{n-2}}, \quad g \equiv 0 \), and \( h(t) = dt^\frac{2-n}{n-2} \forall t \in (0, \max u[\partial u/\partial x_1]_n]; \)

moreover \( dk^2/(n-2) = (2-n)(|x_0|_n), \) where \( |x_0|_n \) is the \( n \)-th component of \( x_0; \)
- there are some constants \( k > 0, \mu > 0, c > 0, d \) and some point \( x_0 \in \mathbb{R}^n \) such that

\[
\begin{align*}
  &u(x) = \frac{k}{(|x - x_0|^2 + \mu^2)^\frac{n-2}{2}}, \\
  &g(t) = ct^\frac{2-n}{2} \forall t \in (0, \max u[\partial u/\partial x_1]_n], \quad h(t) = dt^\frac{2-n}{n-2} \forall t \in (0, \max u[\partial u/\partial x_1]_n];
\end{align*}
\]

moreover \( ck^4/(n-2) = (n-2)\mu^2 \) and \( bk^2/(n-2) = (n-2)(x_0)_n, \) where \( (x_0)_n \) is the \( n \)-th component of \( x_0. \)

When \( h(u) = du^{n/(n-2)} \) and either \( g \) is identically zero or \( g(u) = cu^p, \) \( 1 < p \leq (n + 2)/(n - 2) \) this result is already known, it has been proved in part by B. Hu in [7] and in part by Y. Y. Li and M. Zhu in [13]. Here the method of proof is new, although similar in spirit.

After completing the manuscript the author was informed by Yan Yan Li that Y. Lou and M. Zhu proved in [14] that all non-negative solutions of \( \Delta u = 0 \) in \( \mathbb{R}^{n+} \) with boundary condition \( \partial u/\partial x_n = u^q \) are linear functions of \( x_n \) when \( q > 1. \) This is contained in theorem 5 only if \( q \geq n/(n-2). \) In their proof the result for \( q \in (1, n/(n-2)) \) follows from the analogous result for \( q \in [n/(n-2), \infty); \) when \( q \) is sub-critical they put the problem in an higher dimensional setting, making the power \( q \) super-critical in that setting (if \( u \) denotes a solution and \( m > n \) is a positive integer the function \( u(y_1, \ldots, y_{(m-n)}, x_1, \ldots, x_n) := u(x_1, \ldots, x_n) \) solves the same problem in \( \mathbb{R}^{m+}. \) This idea implies that theorem 5 holds also if the hypothesis \( g(t)/(t^{n+2)/(n-2)} \) and \(-h(t)/t^{n/(n-2)} \) are non increasing "is substituted by "for some \( m \geq n \) \( g(t)/(t^{m+2)/(m-2)} \) and \(-h(t)/t^{m/(m-2)} \) are non increasing ".

Finally we mention that [2] contains some non existence results for the problem \( \Delta u + K(x)u^{(n+2)/(n-2)} = 0 \) in \( \{ x_n > 0 \}, \) \( du/dx_n + h(x)u^{n/(n-2)} = 0 \) on \( \{ x_n = 0 \}. \)
1. Proofs of Theorems 1 and 2 and of Proposition 6

Proof of Theorem 2. To prove that \( u \) is radial it suffices to show that \( u \) is axisymmetric about any axis through the origin. Let \( l \) be such an axis: without loss of generality we can assume that \( l \) coincides with the \( x_n \) axis.

Let \( \bar{x} = (0, \ldots, 0, \bar{r}) \) and let us consider the following conformal transformation of \( \mathbb{R}^n \):

\[
z = \bar{x} + \frac{\bar{r}^2(z - \bar{x})}{|z - \bar{x}|^2}.
\]

The associated Kelvin transform of \( u \)

\[
v(z) := u(\bar{x} + \frac{\bar{r}^2(z - \bar{x})}{|z - \bar{x}|^2}) \left( \frac{\bar{r}}{|z - \bar{x}|} \right)^{n-2}.
\]

is a solution of

\[
\Delta v + \bar{K}(v) = 0 \quad \text{in} \quad \mathbb{R}^n \setminus \{\bar{x}, 0\}
\]

where

\[
\bar{K}(z) = K \left( \frac{r|z|}{|z - \bar{x}|} \right) \left( \frac{|z - \bar{x}|}{\bar{r}} \right)^{-(n-2)p-n-2}.
\]

The function \( v \) is positive, \( C^2(\mathbb{R}^n \setminus \{\bar{x}, 0\}) \) (0 denotes the origin), decays to 0 at infinity as \( |z|^{2-n} \) and may have a singularity at \( \bar{x} \) and 0. Proving that \( u \) is axisymmetric with respect to the \( x_n \) axis is equivalent to prove that \( v \) is axisymmetric with respect to the \( z_n \) axis.

Let us write \( z' = (z_1, \ldots, z_{n-1}) \). The function \( K \) depends only on \( |z'| \) and \( z_n \): let us prove that it is non increasing as a function of \( |z'| \). It suffices (by approximation) to prove it under the assumption that \( K \in C^1 \). The inequality \( \partial K / \partial |z'| \leq 0 \) is equivalent to

\[
K' \left( \frac{r|z|}{|z - \bar{x}|} \right) \frac{\bar{r}|z - \bar{x}|^3 - |z|^2}{|z||z - \bar{x}|} + ((n - 2)p - n - 2) K \left( \frac{r|z|}{|z - \bar{x}|} \right) \leq 0
\]

Writing \( r := \sqrt[3]{|z|/|z - \bar{x}|} \) the previous inequality becomes

\[
K''(r) \frac{r^2 - r^7}{r} + ((n - 2)p - n - 2) K(r) \geq 0
\]

for any \( r > 0 \), and this is equivalent to the assumption on \( K(r) \) made in the statement.

To prove that \( v \) depends only on \( |z'| \) and \( z_n \) we will use the moving plane method. This method is almost standard now, the only new difficulty here is due to the fact that \( v \) may be singular in some point. This part of the proof follows quite closely that of Theorem 4 in [8].
For $\lambda \in \mathbb{R}$ and for any $z \in \mathbb{R}^n$ let $z^\lambda = (2\lambda - z_1, z_2, \ldots, z_n)$. Finally let $w(z, \lambda) = v(z^\lambda) - v(z)$. The function $w$ satisfies

$$\Delta w(z) + \tilde{K}(z) |\xi|^{p-2} w(z) = \left( \tilde{K}(z) - \tilde{K}(z^\lambda) \right) v(z, \lambda) |z|^p \leq 0 \quad \text{in } \Sigma(\lambda),$$

where $\xi$ belongs to the interval whose endpoints are $v(z)$ and $v(z^\lambda)$. Let $g(z) = |z|^{-\alpha}$, $\alpha \in (0, n - 2)$, and $\tilde{w}(z, \lambda) = w(z, \lambda)/g(z)$. The function $\tilde{w}$ satisfies

$$\Delta \tilde{w}(z) + 2 g(z) \nabla \tilde{w}(z) \cdot \nabla g(z) + \left( \frac{\Delta g(z)}{g(z)} + \tilde{K}(z) |\xi|^{p-1} \right) \tilde{w}(z) \leq 0 \quad \text{in } \Sigma(\lambda).$$

**First step.** We prove that $w \geq 0$ in $\Sigma(\lambda)$ for $\lambda < 0$, $|\lambda|$ large enough.

Suppose the contrary, then $\inf_{\Sigma(\lambda)} \tilde{w}(z, \lambda_i) < 0$ on a sequence $\lambda_i \to -\infty$.

If $i$ is large this infimum can not be attained by a sequence converging to $z^\lambda_i$ or to $0^\lambda_i$. In fact, for instance, $\liminf_{z \to \pm \infty} w(z, \lambda) = \liminf_{z \to \pm \infty} v(z) - v(z^\lambda) > 0$ for $\lambda < 0$, $|\lambda|$ large, since $v$ is non negative and superharmonic and $v(z) \to 0$ as $z \to \infty$.

Also $\tilde{w}(z, \lambda) \to 0$ as $z \to \infty$ and thus, for each $i$, the previous infimum is attained at a point $q_i \in \Sigma(\lambda_i)$. In these points $\Delta \tilde{w}(q_i, \lambda_i) \geq 0$ and $\nabla \tilde{w}(q_i, \lambda_i) = 0$: in order to prove that (1.2) is violated in $q_i$ and get a contradiction, it suffices to prove that the coefficient of $\tilde{w}(\cdot, \lambda_i)$ in (1.2) is negative.

The sequence $(q_i^\lambda)$ is not bounded (otherwise $\tilde{w}(q_i^\lambda, \lambda_i)$ would be eventually positive) and thus the number $\xi$ appearing in (1.2), which belongs to $[v(q_i^\lambda), v(q_i)]$, is $O(|q_i|^2 - n)$. Therefore

$$\frac{\Delta g(q_i)}{g(q_i)} + \tilde{K}(q_i) |\xi|^{p-1} \leq \frac{\alpha(\alpha + 2 - n)}{|q_i|^2} + O\left( \frac{1}{|q_i|^n} \right) < 0.$$

**Second step.** Let $\bar{\mu} = \sup \{ \mu \leq 0 : w(z, \lambda) \leq 0 \text{ in } \Sigma(\lambda) \text{ for any } \lambda \leq \mu \}$.

Let us prove that if $\bar{\mu} < 0$ then $w(z, \bar{\mu}) \equiv 0$ (that is $v$ is symmetric with respect to the hyperplane $z_1 = \bar{\mu}$). Suppose that $\bar{\mu} < 0$, then there exists a sequence of $\lambda_i$ in $(\bar{\mu}, 0)$ converging to $\bar{\mu}$ such that for any $i$ in $\Sigma(\lambda_i)$ $w(z, \lambda_i) < 0$.

The function $w(z, \bar{\mu})$ is non negative in $\Sigma(\bar{\mu})$, therefore, by (1.1), it is superharmonic. If it is not identically 0, $\liminf_{z \to \pm \infty} w(z, \bar{\mu}) > 0$ and thus also $\liminf_{z \to \pm \infty} v(z, \lambda_i) > 0$ for $i$ large enough. Similarly $\liminf_{z \to \pm \infty} v(z, \lambda_i) > 0$ for $i$ large enough.

The infimum of $\tilde{w}(z, \lambda_i)$ in $\Sigma(\lambda_i)$ is thus attained at a point $q_i$. Repeating the arguments used in the first step one proves that the sequence $(q_i)$ stays...
bounded. A subsequence, that we still denote by \((q_i)\), converges to some point \(q \in \Sigma(\mu)\) where \(w(q, \mu) = 0\), \(\nabla w(q, \mu) = 0\). This and the fact that \(w(z, \mu) \geq 0\) imply, via the strong maximum principle or the Hopf boundary lemma, that \(w(z, \mu) \equiv 0\).

**Conclusion.** Let us prove that

(a) if \(K(r)|r^2 - r^2|^2 = (n+2-(n-2)p)/2\) is not identically constant or
(b) if \(u(x), \text{ or } |x|^2 - n u(x/|x|^2)\), are not continuous in the origin, then \(\mu = 0\). Suppose the contrary, then \(v(z)\) is symmetric about the hyperplane \(\{z_1 = \mu\}\) and thus \(K = -\Delta v/v^p\) has the same symmetry. It is easy to see that, if \(\mu \neq 0\), this happens only if \(K(r)|r^2 - r^2|^2 = (n+2-(n-2)p)/2\) is identically constant. This proves the assertion in case (a). Similarly if (b) holds \(v\) is not continuous at the origin or at \(\bar{x}\) and thus it can not be symmetric with respect to \(z_1 = \mu\) when \(\mu \neq 0\).

Therefore \(\mu = 0\) and \(v(z_1, z_2, \ldots, z_n) = v(-z_1, z_2, \ldots, z_n)\) for any \(z\) with \(z_1 \leq 0\). Applying the same reasoning to the function \(v(-z_1, z_2, \ldots, z_n)\) one concludes that \(v\) is symmetric with respect to \(z_1 = 0\). Similarly one can prove that \(v\) is symmetric with respect to any hyperplane containing the \(z_n\) axis.

**Proof of proposition 6.** This proof is similar to the previous one: in this case applying the moving plane method to the function \(v\) defined as the Kelvin transform of \(u\) about the origin one proves that \(v\) is radially symmetric about some point \(Q\). We omit the details. We just remark that the assumption about the growth rate of \(g(l/r, r^{|n-2|}/r^{|n+2|})\), where \(l\) is the value of \(\bar{x}\) on the sphere \(\{|z - Q| = s\}\), is constant in \([|Q| - s, |Q| + s]\).

**Proof of theorem 1.** Let \(g(r, t) = K(r)t^p\) and let \(u\) be a solution to (0.1). In this case \(g(1/r, r^{n-2}/r^{n+2}) = K(1/r)r^{-p}\). Moreover the assumption about the behaviour of \(r^p K(r)\) or of \(r^{p/2} K(r)\) implies implicitly that, when \(p > 1\), \(K(r) = \Theta(r^{-2})\) as \(r \to 0\). Thus proposition 6 applies and \(u\) is radially symmetric about the origin, except possibly when \(p > n + 2\). \(K(r)r^p\) is constant and the Kelvin transform of \(u\) is continuous at the origin. Except for this case the non-existence part of theorem 1 follows from the results proved by Ding and Ni and by Kusano and Naito quoted in the introduction.

To deal with the case which is still open, let \(v\) denote the Kelvin transform of \(u\): by proposition 6 \(v\) is radially symmetric about some point \(Q\). Moreover \(v\) is continuous at the origin and it satisfies problem (0.1) with \(K(|z|)\)
substituted by $K(1/|x|)|x|^{-\sigma}$, which is identically constant. This problem is thus radially symmetric about Q and the result of Kusano and Naito proves that it has no solution.

2. PROOFS OF THEOREMS 3 AND 4

We start with two lemmas.

**Lemma 6.** Let $u$ be a positive solution of $\Delta u + g(u) = 0$ in $\mathbb{R}^n \setminus \{0\}$, which belongs to $C^1(\mathbb{R}^n) \cap C^1(\mathbb{R}^n \setminus \{0\})$. Let us assume that $g$ satisfies assumption (0.3). Then $|x|^{\sigma-\alpha} u(x/|x|^\alpha)$ is radially symmetric about some point.

**Proof.** This proof also is similar to that of Theorem 2. Since $g(t)$ is not assumed to be increasing in $t$, one new ingredient is needed to prove that, when $\bar{u} < 0$, either $w(x, \bar{u}) \equiv 0$ or $\lim_{x \to 0} u(x, \bar{u}) > c > 0$, (we use the notations introduced in the proof of theorem 2). We only show how to prove this and we omit all the other details. The function $w(x, \bar{u}) := v(x^h) - v(x)$ satisfies

$$
(2.1) \Delta w(x, \bar{u}) = -\frac{g(|x|^h^{-}\bar{u}(x))}{(|x|^h^{-}v(x))^{1/2}} v(x^h)^{1/2} + \frac{g(|x|^h^{-}v(x))}{(|x|^h^{-}v(x))^{1/2}} v(x)^{1/2}
$$

and is non negative in $\Sigma(\bar{u})$. Suppose that $w(x, \bar{u}) \neq 0$ and $\liminf_{x \to 0} u(x, \bar{u}) = 0$. Then $w(x, \bar{u})$ is not superharmonic and therefore the right hand side of (2.1) is positive on a sequence $x_k \to 0^h$. Since $v(x^h) \geq v(x)$ in $\Sigma(\bar{u})$ and $g(t)/t^{1/2}$ is non increasing, it should be

$$
(2.2) \frac{|x|^h^{-}v(x^h)}{|x|^h^{-}v(x)} > |x|^h^{-}v(x),
$$

that is $v \to \infty$ on the sequence $x_k^h \to 0$. A result proved by C. Li (Theorem 2 in [9]) implies that a non negative solution of $\Delta u(x) + g(|x|^h^{-}u(x))/|x|^h = 0$ in $\{0 < |x| < 1\}$ is asymptotically radial, i.e. $u(x) = u_r(x)/(|1 + o(1)|$ as $x \to 0$, where $u_r(x)$ is the average of $u$ on $\{|x| = r\}$. Thus, by (2.2), $v(x) \to \infty$ as $x \to 0$: this contradicts the assumption $\liminf_{x \to 0} u(x, \bar{u}) = 0$.

**Lemma 7.** Let $u$ be a function defined on $\mathbb{R}^n$ and let us suppose that either

(i) $u$ is radially symmetric about some point $P$ and also its Kelvin transform centered in a point different from $P$ is radially symmetric about some point $Q$ or

(ii) the Kelvin transform of $u$ centered in the origin is radially symmetric about some point $P$ and also the Kelvin transform of $u$ centered in a point $T$, $T \neq P$, $\|T\| = 1$, is radially symmetric about some point $Q$ then either $u$ is constant or $u(x) = k/(|x|^h-x_0/(h)^{n-2})$ for some constants $k, h \in \mathbb{R}$ and some point $x_0 \in \mathbb{R}^n$.

**Proof.** Let us prove the result under assumption (i).
Let $v_0$ denote the Kelvin transform mentioned in the statement. To simplify the notations let us assume that the distance from $P$ to the center of inversion of $v_0$ is 1, in the general case the proof works similarly. After a suitable rotation and translation we may suppose that $P = (0, \ldots, 0, 1)$ and that the center of inversion of $v_0$ is the origin. The symmetry about $P$ implies that $u(x) = f(|x - P|)$ for a suitable function $f$. The conformal transformation $z = x/|x|^2$ maps the sphere $|x - P|^2 = r^2$ in the sphere $S(r) = \{z = (0, \ldots, 0, 1/(1 - r^2))\}^2 = r^2/(1 - r^2)^2$, when $r \neq 1$, and in the hyperplane $S(1) = (z_n = 1/2)$, when $r = 1$. Thus, for any $r \geq 0$,

$$(2.3) \quad v_0(z) = f(r)|z|^2^{-n} \quad \text{for any } z \in S(r).$$

This relation implies that $v_0$ is axisymmetric about the $x_n$ axis and that the center of symmetry $Q$ of $v_0$ lies on the $z_n$ axis unless $u \equiv 0$. Let $Q = (0, \ldots, 0, q)$. If $q > 1$ or $q < 0$, for a suitable value of $r$, the sphere $S(r)$ is centered in $Q$ and (2.3) contradicts the radial symmetry of $v_0$ about $Q$. Therefore $q \in [0, 1]$.

The constant value of $v_0$ on a sphere centered in $Q$ is determined, through (2.3), by the value of $v_0$ in the intersection of that sphere with $S(r)$. More precisely for a given $r$ let $I(r)$ be the interval \{c > 0 : B(Q, c) \cap S(r) \neq \emptyset\} ($B(Q, c)$ denotes the sphere centered in $Q$ and with radius $c$). Then for any $z$ such that $|z - Q| \in I(r)$ we have

$$v_0(z) = f(r) \left(1 - q + q^2 \right)^{n/2} |z - Q|^2 + \left(\frac{1 - q + q^2}{|z - Q|^2 + q(1 - q)}\right)^{n/2}.$$

In particular this representation implies that if the two intervals $I(r_1)$ and $I(r_2)$ intersect for $r_1 \neq r_2$ then the value of $f(r)(1 - q + q^2)^{n/2}$ at $r_1$ and $r_2$ must coincide. On the other hand we claim that given any two positive numbers $r_1 < r_2$ it is always possible to find a finite number of intermediate values $s_1 = r_1 < s_2 < \cdots < s_m = r_2$ such that $I(s_i) \cap I(s_{i+1}) \neq \emptyset$ (or, equivalently, such that for each $i$ there is a sphere in the family $S(r)$ that intersect both $B(Q, s_i)$ and $B(Q, s_{i+1})$). This is an elementary fact which is due to the relative positions of the spheres centered in $Q$ and of those in the family $S(r)$.

Then $f(r)(1 - q + q^2)^{n/2}$ does not depend on $r$ and

$$u(x) = \frac{k}{(1 - q + q|x - P|^2)^{n/2}}$$

for some constants $k$ and $q \in [0, 1]$.

Let us now prove the lemma under assumption (ii).
We may suppose that $T = (0, \ldots, 0, 1)$. Let $v_0$ be as before and $v_T$ be the Kelvin transform of $u$ centered in $T$. The function $v_T$ is also the Kelvin transform, centered in the origin, of $u_0(x_1, \ldots, x_{n-1}, 1 - x_n)$. This last function is centrally symmetric about some point different from the origin (more precisely about the point $(p_1, \ldots, p_{n-1}, 1 - p_n)$, where $P = (p_1, \ldots, p_n)$). One can then apply part (i) of the Lemma to $u_0$. Writing $u$ in terms of $u_0$ gives the desired result.

**Proof of Theorem 3.** By Lemma 6 any Kelvin transform of $u$, centered at any point, is radially symmetric about some point. Then lemma 7(ii) implies the thesis.

**Proof of Theorem 4.** Let us argue by contradiction. Let $u$ be an entire positive solution of $\Delta u + g(|x|, u) = 0$ and let $v(x)$ be a Kelvin transform of $u$ centered at the origin. By proposition 6 $v$ is radially symmetric about some point $Q$.

Let us prove that $v$ satisfies the assumptions of lemma 7(i). This will conclude the proof since the conclusions of Lemma 7 are invariant under Kelvin transformations and thus not only $v$ but also $u$ satisfies the conclusion of Lemma 7.

We may suppose that $Q$ belongs to the non negative $x_n$ semiaxis. Let us make a Kelvin transform $w$ of $v$ choosing a point $T$ on the positive $x_n$ semiaxis as the center of inversion. $w$ is axisymmetric w.r.t. the $x_n$ axis, to prove that it is radially symmetric it suffices then to prove that it is also symmetric w.r.t. some hyperplane whose normal $\theta$ forms an angle with the $x_n$ axis which is an irrational multiple of $\pi$. To prove this we use the moving plane method.

![Diagram](FIG 1)
Let us introduce some notation. The conformal map $z(x)$ associated to the Kelvin transform centered in $T$ maps the origin (where $v$ may be singular) in $H := T - T/|T|$; it maps $Q$ (the center of symmetry of $v$) in $S := T + (Q - T)/|Q - T|^2$, moreover $|x - Q| = d|z(x) - S|/|z(x) - T|$, $(d := |Q - T|)$.

The radial symmetry of $v$ is thus equivalent to

$$w(z) = |z - T|^{2-n} v \left( \frac{|z - S|}{|z - T|} \right).$$

It is important to remark that the point $S$ lies in between $T$ and $H$, see fig. 1. The function $w(z)$ is a $C^2(\mathbb{R}^n \setminus \{H\})$ solution of

$$\Delta w + (|z - H||T|)^{-n-2} f \left( \frac{|z - T|}{|z - H||T|}, (|z - H||T|)^{n-2} w \right) = 0 \quad \text{in } \mathbb{R}^n \setminus \{H\}.$$ 

Let us suppose also that $\theta$ points towards $\{z_n > 0\}$.

For $\lambda \in \mathbb{R}$ and for any $z \in \mathbb{R}^n$ let $z^\lambda = z + 2\theta(\lambda - z \cdot \theta)$ be the symmetric point of $z$ with respect to the hyperplane $z \cdot \theta = \lambda$; let $\Sigma(\lambda) = \{z \in \mathbb{R}^n : z \cdot \theta = \lambda \} \setminus \{H^\lambda\}$.

Let us start the moving plane procedure proving that $w(z) \leq w(z^\lambda)$ in $\Sigma(\lambda)$ when $\lambda = \lambda_1 := \theta \cdot T$. Let now $z \in \Sigma(\lambda_1)$; the relative position of the points $S$ and $T$ with respect to the hyperplane $z \cdot \theta = \lambda_1$ implies that $|z - S|/|z - T| < |z^\lambda - S|/|z^\lambda - T|$. The function $v(r)$ is superharmonic and consequently non increasing: therefore $v(|z - S|/|z - T|) \leq v(|z^\lambda - S|/|z^\lambda - T|)$. Since $|z - T| = |z^\lambda - T|$ (2.4) concludes the proof of the claim.

Let us now increase $\lambda$ from $\lambda_1$ up to $\lambda_2$, where $\lambda_2 = H \cdot \theta$. Let $\bar{\mu} = \sup \{\mu \in [\lambda_1, \lambda_2] : w(z^\lambda) \geq w(z) \text{ in } \Sigma(\lambda) \text{ for any } \lambda \in [\lambda_1, \mu]\}$ and let us prove that $\bar{\mu} < S \cdot \theta \leq \lambda_2$. To prove this we compute, using (2.4),

$$\lim_{\theta = \lambda, |z| \to \infty} |z - T|^n \frac{\partial w}{\partial \theta} = (2 - n)(\lambda - T \cdot \theta)v(d) - (S - T) \cdot \theta dv'(d).$$

The function $r^{2-n}v(1/r)$ is superharmonic and bounded from below, therefore either it is constant or its derivative is negative for $r$ large. In the first case $v$ already satisfies the conclusion of Lemma 7 (and there is nothing to prove), in the second case let us choose $T$ in such a way that the previous derivative is negative in $d = |H - T|$. This implies that $(2 - n)v(d) - dv'(d) < 0$ and therefore the previous limit is negative for any $\lambda < S \cdot \theta$, $\lambda$ close to $S \cdot \theta$. Thus $\bar{\mu} < 0$ in some point on the hyperplane $z \cdot \theta = \lambda$ and for those values of $\lambda$ $w(z^\lambda) < w(z)$ in some point of $\Sigma(\lambda)$. This proves that $\bar{\mu} < S \cdot \theta$. 


METHOD OF MOVING PLANES

Let now $\lambda \in [\lambda_1, \lambda_2]$ and let $z \in S(\lambda)$. Since $|z - H| \geq |z^\lambda - H|, |z - T| \leq |z^\lambda - T|$ the assumptions on $f$ imply that

$$f \left( \frac{|z - T|}{|z - H||T|}, \frac{|z - H||T|^{n-2}s}{|z^\lambda - H||T|^{n+2}} \right) \leq f \left( \frac{|z - T|}{|z^\lambda - H||T|}, \frac{|z^\lambda - H||T|^{n-2}s}{|z^\lambda - H||T|^{n+2}} \right) \leq \frac{f \left( \frac{|z^\lambda - T|}{|z^\lambda - H||T|}, \frac{|z^\lambda - H||T|^{n-2}s}{|z^\lambda - H||T|^{n+2}} \right)}{f \left( \frac{|z^\lambda - T|}{|z^\lambda - H||T|}, \frac{|z^\lambda - H||T|^{n-2}s}{|z^\lambda - H||T|^{n+2}} \right)}.$$

for any $s > 0$. Via this inequality one can prove, as in the step 3 of the proof of Theorem 2, that $v$ is symmetric with respect to the hyperplane $z \cdot \theta = \mu$. □

3. PROOF OF THEOREM 5

The next lemma is the equivalent of lemma 7 in an half space. By $l_Q$ we denote the line parallel to the $x_n$ axis passing through a point $Q \in \partial \mathbb{R}^n_+$. Moreover for any point $P = (p_1, \ldots, p_n)$ let $P'$ denote $(p_1, \ldots, p_{n-1})$.

**Lemma 8.** Let $u$ be a function bounded and positive on $\mathbb{R}^n_+$ and let us suppose that either

(i) $u$ is axisymmetric about some line $l_P$ and also its Kelvin transform centered in a point which belongs to $\partial \mathbb{R}^n_+$ and which is different from $P$ is axisymmetric about some line $l_Q$ or

(ii) the Kelvin transform of $u$ centered in the origin is axisymmetric about some line $l_P$ and also the Kelvin transform of $u$ centered in a point $T \in \partial \mathbb{R}^n_+, T \neq P, \|T\| = 1$, is axisymmetric about some line $l_Q$

then either

- $u$ depends only on $x_n$ or
- there exists a point $x_0 \in \partial \mathbb{R}^n_+$, a constant $\lambda > 0$ and a family of disjoint spheres $S(d) := \{|x' - (x_0)|^2 + (x_n - d)^2 = d^2 - \lambda^2|d \in (\lambda, +\infty)|$ such that on each sphere $S(d)$

$$u(x) = \frac{k(d)}{|x - x_0|^2 + \lambda^2|z - 2|^2}$$

for some constants $k = k(d) > 0$ (see fig.2).

Remark. The last assertion of the previous lemma is equivalent to the radial symmetry about some point of a suitable Kelvin transform of $u$ (see the proof of theorem 5, second case, for the details).

**Proof.** Let us prove the result under assumption (i).
FIG 2: the spheres $S(d)$

Let $v_0$ denote the Kelvin transform in the statement. To simplify the notations let us assume that the distance from $P$ to the center of inversion of $v_0$ is 1, in the general case the proof works similarly. After a suitable rotation and translation we may suppose that $P = (1,0,\ldots,0)$ and that the center of inversion of $v_0$ is the origin.

The conformal transformation $z = x/|x|^2$ maps the $(n-2)$-dimensional sphere $\{ |x' - P'| = a, x_n = b \}$ (a, b non-negative constants) in a $(n-2)$-dimensional sphere, which we denote by $\Sigma(a,b)$.

The symmetry of $u$ implies that $u(x) = f(|x' - P'|, x_n)$ for a suitable function $f$. Thus, for any $a, b > 0$,

$$v_0(z) = f(a,b)|z|^2 - n \text{ for any } z \in \Sigma(a,b).$$

By assumption $v_0$ is axisymmetric about $l_Q$. The set $\Sigma(a,b)$ is symmetric about the hyperplane containing the $z_1$ and the $z_n$ axes. Thus (3.2) implies that $Q$ lies on the $z_1$ axis. Let $Q = (q, 0, \ldots, 0)$. If $q > 1$ or $q < 0$ then, for a suitable value of $a$, the sphere $\Sigma(a,0)$ lies on the hyperplane $\{x_n = 0\}$ and it is centered in $Q$: (3.2) would then contradict the radial symmetry of $v(z',0)$ about $Q$. Therefore $q \in [0,1]$.

The symmetry of $v_0$ implies that its value on each set $\{ |x' - Q'| = e, z_n = p \}$ ($e, p$ non negative constants) is constant: if such a set intersect $\Sigma(a,b)$ the value of $v_0$ on such a set is determined, through (3.2), by the value of $v_0$ in the intersection of that set with $\Sigma(a,b)$. If for a given $(a,b)$ we denote by
I(a, b) the set of \((e, p)\) such that \(\{z' - Q' = e, z_n = p\}\) intersect \(\Sigma(a, b)\) one easily computes that for any \(z\) such that \((z' - Q'), z_n\) \(\in I(a, b)\) it is

\[ v_0(z) = f(a, b)(b/z_n)^{n-3}. \]

In particular this representation implies that if the two sets \(I(a_1, b_1)\) and \(I(a_2, b_2)\) intersect for \((a_1, b_1) \neq (a_2, b_2)\) then \(f(a_1, b_1)b_1^{(n-2)/2} = f(a_2, b_2)b_2^{(n-2)/2}\).

For \(r > (1-q)/q\) if \(q > 0\), \(r > 0\) otherwise, let \(B(r)\) denote the set \(\{(a, b) : 2br = 1 - q(1 - a^2 - b^2)\}\). We claim that if \((a_1, b_1), (a_2, b_2) \in B(r)\) it is possible to find a finite number of couples \((\alpha_i, \beta_i), i = 1, \ldots, n\) such that \((\alpha_1, \beta_1) = (a_1, b_1), (\alpha_n, \beta_n) = (a_2, b_2)\) and \(I(\alpha_i, \beta_i) \cap I(\alpha_{i+1}, \beta_{i+1}) \neq \emptyset\) (or, equivalently, such that for each \(i\) there is a set of the form \(\{z' - Q' = e, z_n = p\}\) that intersect both \(\Sigma(\alpha_i, \beta_i)\) and \(\Sigma(\alpha_{i+1}, \beta_{i+1})\)). This is an elementary fact which is due to the relative positions of the \((n-2)\)-spheres \(\Sigma(a, b)\) and of the sets of the form \(\{z' - Q' = e, z_n = p\}\).

As a consequence

\[ f(a, b)b^{(n-2)/2} \text{ is constant on } B(r). \]

We recall that \(u(x) = f(|x' - P'|, x_n)\). When \(q = 0\) (3.3) implies that \(u\) depends only on \(x_n\). When \(q \in (0, 1]\) (3.3) implies that on each sphere \(\{z' - P'|^2 + (x_n - r/q)^2 = (r/q)^2 - (1-q)/q\}\)

\[ u(x) = \frac{k(r)}{x_n^{n-2}} \]

for some constants \(k = k(r)\). Finally let \(d = r/q\) and \(\lambda^2 = (1-q)/q\); to conclude the proof of lemma 8(i) it suffices to observe that on each of those spheres \(x_n\) is a multiple of \(\lambda^2 + |x - P|^2\).

Lemma 8(ii) follows from lemma 8(i) in the same way that lemma 7(ii) follows from lemma 7(i).

**Lemma 9.** Let \(u, g, h\) be as in theorem 5. Then \(|x|^2 - n u(x/|x|^2)\) is axisymmetric about some line parallel to the \(x_n\) axis.

**Proof.** The function \(v(z) = |z|^{2-n} u(z/|z|^2)\) is a solution of the following problem

\[ \Delta v + \frac{g(|z|^{n-2} v)}{|z|^{n+2}} = 0 \quad \text{in } \mathbb{R}^n_+ \]

\[ \frac{\partial v}{\partial z_n} = \frac{h(|z|^{n-2} v)}{|z|^{n}} \quad \text{in } \partial \mathbb{R}^n_+ \setminus \{0\}, \]

\[ \quad (3.4) \]
which decays to 0 at infinity as $|x|^{2-n}$ and which might be singular in the origin. Theorem 1.1 in [16] implies that a solution to problem (3.4) which is regular at the origin is axisymmetric about some line parallel to the $z_n$ axis. This is proved through the moving plane method. Lemma 9 can be proved as Theorem 1.1 in [16] with the help of the following lemma. We omit the details.

For $\lambda > 0$ and for any $z \in \mathbb{R}^n_+$ let $x^\lambda = (2\lambda - z_1, z_2, \ldots, z_n)$, $\Sigma(\lambda) = \{z \in \mathbb{R}^n_+ : z_1 \leq \lambda\}$. Finally let $w(z, \lambda) = v(x^\lambda) - v(z)$.

**Lemma 10.**

(i) The function $v$ is larger than a positive constant in some neighborhood of the origin.

(ii) Let us suppose that for some $\lambda < 0$ the function $w(\cdot, \lambda)$ is non negative in $\Sigma(\lambda)$. Then either $w \equiv 0$ or $w$ is larger than a positive constant in some neighborhood of $\partial \Sigma$.

**Proof of Lemma 10.** This proof is based on ideas presented in the proof of Lemma 2.1 in [13].

Let us prove the first claim. First let us remark that the assumptions on $h$ imply that $h(0) \leq 0$. The constant $\varepsilon := \min_{|z| = 1, z_n \geq 0} v$ is positive, since $v$ is positive in $\mathbb{R}^n_+$ and $v$ can not vanish on $\partial \mathbb{R}^n_+ \setminus \{0\}$, due to the Hopf boundary Lemma and to the sign of $h(0)$.

Let $\varepsilon = \max(h(\varepsilon/2)/(\varepsilon/2), 0)$ and, for $\delta \in (0, 1)$, let

$$
\phi(\varepsilon) = \frac{\varepsilon}{2(c+1)} + \frac{\varepsilon}{2} z_n - \varepsilon \left(\frac{\delta}{|z|}\right)^{2-n}.
$$

Let us prove that $v \geq \phi$ in $\{\delta \leq |z| \leq 1, z_n \geq 0\}$. Since $v - \phi$ is superharmonic it suffices to prove that $v \geq 0$ on the boundary of that set. It can be easily checked that this is true on $\{|z| = 1, z_n \geq 0\}$ (where $v \geq \varepsilon \geq \phi$) and also on $\{|z| = \delta, z_n \geq 0\}$ (where $\phi \leq 0$, if $\delta$ is chosen small enough). Let us assume, by contradiction, that $\min_{|z| < 1, z_n = 0} (v - \phi)$ is negative. Let $z_0$ be a point where that minimum is attained. Then

$$
v(z_0) < \phi(z_0) \leq \frac{\varepsilon}{2(c+1)}.
$$

On the other hand the derivative of $(v - \phi)$ with respect to $z_n$ should be non negative in $z_0$, that is $h(|z_0|^{n-1} v(z_0)) / |z_0|^{n-1} \geq \varepsilon/2$. Since $h(|t|/|t|^{n-1})$ is non decreasing this implies

$$
\frac{h(\varepsilon/2)}{\varepsilon/2} v(z_0) \geq \frac{h(|z_0|^{n-1} v(z_0))}{(|z_0|^{n-2} v(z_0))^{2-n}} v(z_0) z_n^{2-n} \geq \varepsilon/2.
$$
Due to the definition of \( c \) this inequality contradicts (3.5). We have thus proved that \( v \geq \phi \) in \( \{ \delta \leq |z| \leq 1, z_n \geq 0 \} \). Letting \( \delta \to 0 \) we obtain

\[
v(z) \geq \frac{\varepsilon}{2(c+1)} + \frac{\varepsilon}{2} z_n
\]

which concludes the proof of the first claim.

The second claim can be proved similarly. Since \( v(z^\lambda) \geq v(z) \) in \( \Sigma(\lambda) \) and \( g \) is non-decreasing the function \( w(z) := v(z^\lambda) - v(z) \) is superharmonic. Moreover it satisfies the following boundary condition on \( \Sigma(\lambda) \cap \{ z_n = 0 \} \setminus \{ 0^A \} \)

\[
\frac{\partial w}{\partial z_n} = \frac{h(|z|^{n-2}v(z^\lambda)) - h(|z|^{n-2}v(z))}{|z|^n}.
\]

Since \( h(t)/t^{n/(n-2)} \) is non-decreasing, (3.6) implies that

\[
\frac{\partial w}{\partial z_n} \leq \frac{h(|z|^{n-2}v(z^\lambda)) - h(|z|^{n-2}v(z))}{|z|^n(v(z^\lambda) - v(z))},
\]

at any point \( z \in \Sigma(\lambda) \cap \{ z_n = 0 \} \setminus \{ 0^A \} \) where \( v(z^\lambda) > v(z) \), and

\[
\frac{\partial w}{\partial z_n} \leq 0
\]

at any point \( z \in \Sigma(\lambda) \cap \{ z_n = 0 \} \setminus \{ 0^A \} \) where \( v(z^\lambda) = v(z) \).

To simplify the notations let us assume that \( \lambda < -1 \): in this case the distance from \( 0^A \) to the hyperplane \( \{ z_1 = \lambda \} \) is larger than 1 and \( B^+(0^A, 1) := \{ 0 < |z - 0^A| \leq 1, z_n \geq 0 \} \) is contained in \( \Sigma(\lambda) \).

Let \( \varepsilon := \min_{|z-0^A| \leq 1, z_n \geq 0} w \): if \( w \neq 0 \) then \( \varepsilon > 0 \). This is true since \( w \) can not vanish in any point in the interior of \( \Sigma(\lambda) \) due to the strong maximum principle and \( w \) can not vanish on \( \partial B_{n+1} \setminus \{ 0^A \} \), due to the Hopf boundary Lemma and to (3.7).

We have already observed that \( v \) can not vanish on \( \partial B_{n+1} \setminus \{ 0 \} \): let \( m = \min_{B^+(0^A, 1) \cap \{ z_n = 0 \}} v \). The function \( h \) is locally lipschitz in \( (0, +\infty) \) and therefore the supremum of

\[
\frac{h(|z|^{n-2}t) - h(|z|^{n-2}s)}{|z|^n(t-s)}
\]

where \( t, s \in [m, m + \varepsilon/2] \), \( t > s \), \( r \in B^+(0^A, 1) \cap \{ z_n = 0 \} \) is bounded. Let \( c \) be that supremum and let \( \phi \) be defined as above (with \( |z| \) replaced by \( |z - 0^A| \)). The proof of the second claim of lemma 10 can now be concluded exactly as that of the first one. \( \square \)
Proof of Theorem 5. Let $u$ be a solution to problem (0.5). Due to Lemma 9, $u$ satisfies the assumptions of Lemma 8(ii). We can thus distinguish two cases: $u$ depends only on $x_n$ or $u$ satisfies (3.1).

First case If $u = u(x_n)$ then it satisfies

$$
\begin{cases}
\frac{d^2u}{dx_n^2} + g(u) = 0 & \text{in } (0, +\infty) \\
\frac{du}{dx_n}(0) = h(u).
\end{cases}
$$

If $g \equiv 0$ then $u(x_n) = ax_n + b$ with $a \geq 0$, $b > 0$ and $a = h(b)$.

If $g \not\equiv 0$ the previous problem has no solution. This is true since $u$ is concave and to be positive on $(0, +\infty)$ it should be non decreasing. If this happens $g(u)$ is larger than a positive constant ($g$ is non decreasing) and the equation implies that $d^2u/dx_n^2$ is less than a negative constant. Therefore $u$ can not be non decreasing in $[0, +\infty)$.

Second case In this case let us consider the conformal transformation

$$z = T + \frac{x - \lambda}{|x - \lambda|^2/4\lambda^2},$$

where $T = (P', -\lambda)$. This transformation maps $\mathbb{R}^n_+$ in the ball $|z - Q| \leq 2\lambda$, where $Q = (P', \lambda)$, and it maps each sphere $S(d)$ in a sphere centered in $Q$ (see (3.1) for the definition of $S(d)$). Moreover the identities $v(z) = \frac{h(d)}{|x - P'|^2 + \lambda^2}^{(n-2)/2}$ are equivalent to the radial symmetry about $Q$ of the function

$$v(z) := \left(\frac{|z - T|}{2\lambda}\right)^{n-2} u(x(z)).$$

The function $v$ satisfies the following nonlinear Neumann problem:

$$
\begin{cases}
\Delta v + \left(\frac{|z - T|}{2\lambda}\right)^{n-2} g \left(\frac{|z - T|}{2\lambda}\right)^{n-2} v = 0 & \text{on } |z - Q| \leq 2\lambda, \\
\frac{2 - n}{4\lambda} \frac{dv}{d\nu} = \left(\frac{|z - T|}{2\lambda}\right)^{n-2} \frac{h}{\left(\frac{|z - T|}{2\lambda}\right)^{n-2} v} & \text{on } |z - Q| = 2\lambda,
\end{cases}
$$

($\nu$ denote the unit exterior normal to the boundary of $|z - Q| \leq 2\lambda$). Since $v$ is radially symmetric about $Q$ also the nonlinear terms in the equation and in the boundary condition should be radially symmetric. Since $T \neq Q$ and the value of $v$ on the boundary is different from zero (since $h(0) \leq 0$) it should be

$$h(t) = dt^{-2/2}.$$
for any $t$ in the range $\{(|z - T|/2\lambda)^{n-2}v(z) : |z - Q| = 2\lambda\}$ that is for any $t \in (0, \max_{\partial \Omega} u]$. Similarly
\[ g(t) = ct^{\frac{4}{n-2}} \]
for some $c \geq 0$, and for any $t \in (0, \max_{\partial \Omega} u]$. 

If $c = 0$ then $v$ is constant and 
\[ u(x) = \frac{k}{|x - T|^{n-2}} \]
for some $k > 0$. A posteriori one computes that this satisfies the boundary condition of problem (0.5) if and only if $dk^{2/(n-2)} = (2 - n)|T_n|$, where $T_n$ is the $n$-th component of $T$. Note that this forces $d$ to be negative.

If $c > 0$ then, by the uniqueness for the ODE problem, $v$ is a multiple of $(|z - Q|^2 + \mu^2)^{-(n-2)/2}$ for some $\sigma > 0$. Expressing $u$ in terms of $v$, using the relation $|z - Q| = 2\lambda|x - Q|/|x - T|$ and by a simple computation, one gets 
\[ u(x) = \frac{k}{(|x - x_0|^2 + \mu^2)^{\frac{n-2}{2}}} \]
for some positive constants $k$ and $\mu$ and some point $x_0 \in \mathbb{R}^n$. A posteriori one computes that this satisfies the equation of problem (0.5) if and only if 
\[ k^{4/(n-2)} = (n - 2)(x_0)_n, \]
where $(x_0)_n$ is the $n$-th component of $x_0$. □
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