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Abstract. In this paper we study some important features of block implicit methods for ODEs. By using a unified framework, properties such as stability, blending of methods, A-convergence and parallelism are characterized. Major attention has been devoted to the implementation properties in view of their use in solving large-size problems.
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1. Introduction. The numerical approximation of ODEs is still a very active field of research, as shown by the very rich amount of significant contributions in the last forty years. The demand for new methods well-suited for particular classes of applicative problems is relevant, as well as the need for the efficient implementation of the methods on modern computers, including parallel computers.

Many of the obtained results have been collected in several books, among which we quote [2, 7, 10, 12, 15, 17, 23]. Across the years, the required properties for the numerical methods have had an interesting evolution. Until the fifties, major attention was devoted to the order of accuracy. Later on, stability and convergence became more important. In the last years, properties of the methods such as the definition of efficient splittings, degree of parallelism, etc., more relevant for the implementation purposes, have become focal. This because such features are essential when solving large-size problems. In this paper we shall deal with such topics, namely the definition of methods that, in addition to classical requirements, do have favorable properties from the point of view of the implementation. In particular, we focus our attention on r-block implicit methods for approximating the solution of the problem

\begin{equation}
    y' = f(t, y), \quad t \in (t_0, T], \quad y(t_0) = y_0 \in \mathbb{R}^m,
\end{equation}

over the discrete set of points \( t_i = t_0 + ih, \quad i = 1, 2, \ldots, N \), where \( h = (T - t_0)/N \) is the stepsize. An r-block method is a method which provides the approximations at the first r mesh-points as the solution of the following discrete problem,

\begin{equation}
    F(y) \equiv A \otimes I_m y - hB \otimes I_m f + a \otimes y_0 - h b \otimes f_0 = 0,
\end{equation}

where

\[
    y = \begin{pmatrix}
        y_1 \\
        \vdots \\
        y_r
    \end{pmatrix}, \quad f = \begin{pmatrix}
        f_1 \\
        \vdots \\
        f_r
    \end{pmatrix},
\]
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$y_i$ is the approximation to $y(t_i)$, and $f_i = f(t_i, y_i)$. Finally, $A$ and $B$ are $r \times r$ matrices, $a, b$ are vectors in $\mathbb{R}^r$, and in general, for any integer $j$, $I_j$ will denote the identity matrix of size $j$. Moreover, in the following we shall also consider the augmented matrices

\begin{align*}
\hat{A} &= [a \ A], \quad \hat{B} = [b \ B].
\end{align*}

Methods in the form (2) are a generalization of those proposed originally in [3, 4, 27], where the normalization $A = I_r$ is considered. With such a normalization, they are also related to Runge-Kutta methods (see, for example, [5, 8, 9, 10, 16, 17]). We prefer, however, to consider the more general formulation (2) for two main reasons:

- in such formulation they are also related to block Boundary Value Methods (see [7]),
- it presents some advantages in discussing the implementation issues.

The latter point will be discussed in Sections 5 and 6. For such purpose, it will be hereafter assumed that both the two matrices $A$ and $B$ are nonsingular. Before that, in Sections 2 and 3 we collect some results, some of them known, concerning the construction of the methods. Additional considerations are reported in Section 4. Most results in the two sections dedicated to the implementation of the methods are new. Finally, in Section 7 we summarize the main facts and provide some final remark.

### 2. Construction of block implicit methods.

An implicit $r$-block method is characterized by the fact that the rows of the augmented matrices (3) are defined through the characteristic polynomials of a suitable set of (distinct) $r$-step LMFs:

\begin{align*}
\hat{A} &= \begin{pmatrix}
\alpha_0^{(1)} & \cdots & \alpha_r^{(1)} \\
\vdots & \ddots & \vdots \\
\alpha_0^{(r)} & \cdots & \alpha_r^{(r)}
\end{pmatrix}, \quad \hat{B} = \begin{pmatrix}
\beta_0^{(1)} & \cdots & \beta_r^{(1)} \\
\vdots & \ddots & \vdots \\
\beta_0^{(r)} & \cdots & \beta_r^{(r)}
\end{pmatrix}.
\end{align*}

On the coefficients of such matrices we shall impose order conditions. Let us consider at first the case where all such methods have (at least) order $p \geq 1$. The following result then holds true.

**Theorem 1.** Let the matrices (3) satisfy the following set of equations,

\begin{align*}
\hat{A} \mathbf{q}_i &= i \hat{B} \mathbf{q}_{i-1}, \quad i = 0, \ldots, p,
\end{align*}

where

\begin{align*}
\mathbf{q}_{-1} &= \mathbf{0}, \quad \mathbf{q}_i = \begin{pmatrix}
0^i \\
1^i \\
\vdots \\
r_i
\end{pmatrix} \equiv \begin{pmatrix}
0^i \\
q_i
\end{pmatrix}, \quad i = 0, 1, \ldots.
\end{align*}

Then the LMFs defining the block method have a truncation error which is at least $O(h^{p+1})$.

**Proof.** The equations (5) are nothing but the usual order $p$ conditions for LMFs, simultaneously imposed for all the $r$ LMFs corresponding to (4). □
From the above result, when all methods in (4) are consistent \((p \geq 1)\), one obtains relations between the first columns of the augmented matrices \(A\) and \(B\), and the square matrices \(A\) and \(B\), respectively. In fact, from (5) we obtain, for \(i = 0, 1\), the following conditions:

\[
\begin{align*}
  a &= -Ae, \\
  b &= Aq_1 - Be,
\end{align*}
\]

where \(e \equiv q_0\) denotes the vector with all unit entries (see (6)). Having spent the consistency conditions to relate the vectors \(a\) and \(b\) to the matrices \(A\) and \(B\), we can use the subsequent order conditions to define the entries of such matrices. In particular, it is an easy matter to verify the following result.

**Corollary 1.** Let the matrices defined in (3) satisfy (7) and the following set of equations,

\[
Aq_i = iBq_{i-1}, \quad i = 2, \ldots, p.
\]

Then the LMFs defining the block method have a truncation error which is at least \(O(h^{p+1})\).

Note that if (8) holds also true for \(i = 1\), from (7) it follows that \(b = 0\). Such condition would simplify the derivation of the methods, moreover it implies the \(L\)-stability of \(A\)-stable methods. Nevertheless, we prefer not to impose it directly, in order to obtain a more general framework.

Let now define the following matrices:

\[
D_j = \text{diag}(1, 2, \ldots, j), \quad Q_j = \begin{pmatrix} q_1 & \cdots & q_j \end{pmatrix}, \quad j = 1, 2, \ldots.
\]

As a consequence, the order conditions (8) can be rewritten as

\[
AD_rQ_{p-1} = BQ_{p-1}(I_{p-1} + D_{p-1}).
\]

The following result then holds true (see also [6]).

**Theorem 2.** If \(p = r + 1\), the matrix \(A^{-1}B\) is uniquely determined.

**Proof.** In fact, when \(p = r + 1\), the matrix \(Q_r\) in (9) is a nonsingular Vandermonde matrix. Consequently, one obtains that

\[
A^{-1}B = D_rQ_r(I_r + D_r)^{-1}Q_r^{-1},
\]

whose right-hand side only depends on \(r\). \(\Box\)

We observe that the matrix \(A^{-1}B\) in (10) is similar to a Frobenius-type matrix. In fact, we have that

\[
A^{-1}B = Q_r^{-1}D_rQ_r(I_r + D_r)^{-1}Q_r^{-1}
\]

and

\[
A^{-1}B = Q_r^{-1}D_rQ_r(I_r + D_r)^{-1}Q_r^{-1}
\]
\[ Q_r^{-1} D_r Q_r = \begin{pmatrix} 1 & -\alpha_0 & & & \\ & 1 & -\alpha_1 & & \\ & & \ddots & \ddots & \vdots \\ & & & 1 & -\alpha_{r-1} \end{pmatrix}, \]

where
\[ \sum_{i=0}^r \alpha_i x^i \equiv (x-1)(x-2)\cdots(x-r) \]
is the \( r \)-th order Wilkinson’s polynomial. Consequently,

\[ Q_r^{-1} D_r Q_r (I_r + D_r)^{-1} = \]

\[ \begin{pmatrix} \frac{1}{2} & & & -\frac{\alpha_0}{r+1} & \\ & \ddots & & \ddots & \vdots \\ & & \frac{1}{r} & -\frac{\alpha_{r-1}}{r+1} & \\ & & & \ddots & \vdots \\ & & & & 1 \end{pmatrix} = G^{-1} \begin{pmatrix} 1 & & & -\frac{\lambda_0}{(r+1)!} & \\ & \ddots & & \ddots & \vdots \\ & & \ddots & & \vdots \\ & & & \ddots & \vdots \\ & & & & 1 \end{pmatrix} G, \]

where
\[ G = \text{diag} \left( 1! \ 2! \ \ldots \ r! \right). \]

From (2) and (7), it follows that methods having the same matrix \( A^{-1}B \) provide the same discrete solution. For this reason, we shall call as equivalent methods sharing the same matrix

\[ C = A^{-1}B. \]

In what follows we shall exploit the possibility of writing a specific method by using different equivalent forms. Moreover, it is important to point out that equivalent methods do have the same order and stability properties. For an \( r \)-block method, it is customary to define such properties by taking into account only the last entry of the solution vector \( y \), because it represents the starting point for subsequent applications of the same method. In particular, concerning the stability, if we consider the usual test equation

\[ y' = \lambda y, \quad y(t_0) = \eta \neq 0, \]

the application of the block method (2) generates the discrete problem

\[ (A - qB)y = (qb - a)\eta, \quad q = h\lambda. \]

From such equation one obtains that the usual property of \( A \)-stability is equivalent to require, for all \( q \in \mathbb{C}^- \),
\[ |y_r(q)| = |e_r^T (A - qB)^{-1}(qB - a)\eta| < |\eta|, \]

where \(e_r\) is the last unit vector in \(\mathbb{R}^r\), i.e.

\[ (18) \quad \text{Re}(q) < 0 \implies g(q) = |e_r^T (A - qB)^{-1}(qB - a)| < 1. \]

A necessary requirement for this purpose, is to have problem (17) well-posed for all such \(q\). For this reason, we give the following definition:

**Definition 1.** A block method is said to be **pre-stable** if the spectrum of the corresponding matrix pencil \(A - \mu B\) is contained in \(\Omega^+\).

This fact implies that the result of Theorem 2 is useful only to define pre-stable methods up to \(r = 8\); as matter of fact, by direct inspection one verifies that the matrix on the right-hand side of (10) has eigenvalues with negative real part, when \(r \geq 9\). Consequently, the corresponding method cannot be pre-stable: in fact, the spectrum of the pencil \((A - \mu B)\) coincides with that of \(C^{-1}\) (see (15)), since both the two matrices \(A\) and \(B\) are assumed to be nonsingular.

In order to obtain alternative criteria for choosing the matrix \(C\), we shall relax the order conditions for the LMFs on each row of the block method. In particular, it will be convenient to impose only an order \(r\) condition: i.e. (see (9))

\[ (19) \quad AD_r Q_{r-1} = BQ_{r-1} (I_{r-1} + D_{r-1}). \]

It remains one more condition to be imposed. It will be used to fix the spectrum of the matrix \(C\). Such a condition will be written as

\[ (20) \quad AQ_r \hat{d} = BQ_r e_r, \]

where \(\hat{d}\) is a suitably chosen vector. The two conditions (19)-(20) can be also written as (see (15))

\[ Q_r \begin{pmatrix} 0^T \\ (I_{r-1} + D_{r-1})^{-1} \end{pmatrix} = CQ_r \begin{pmatrix} I_{r-1} \\ 0^T \end{pmatrix}, \]

and

\[ Q_r \hat{d} = CQ_r e_r, \]

respectively. Altogether, we then obtain:

\[ Q_r \begin{pmatrix} 0^T \\ (I_{r-1} + D_{r-1})^{-1} \end{pmatrix} \left| \begin{pmatrix} \hat{d} \\ e_r \end{pmatrix} \right| = CQ_r \begin{pmatrix} I_{r-1} \\ 0^T \end{pmatrix} e_r = CQ_r. \]

Consequently, considering that \(Q_r\) is a nonsingular Vandermonde matrix, we have that (see (14))

\[ C = Q_r \left( \left( \begin{array}{c} 0^T \\ \left( I_{r-1} + D_{r-1} \right)^{-1} \end{array} \right) \right) \hat{d}, \quad Q_r^{-1} = Q_r G^{-1} F G Q_r^{-1} \]

where

\[ F = \left( \begin{array}{c} 0^T \\ I_{r-1} \end{array} \right) - \hat{d}, \quad \hat{d} \equiv \begin{pmatrix} d_0 \\ \vdots \\ d_{r-1} \end{pmatrix} = -\frac{1}{r!} G \hat{d}. \]

One then concludes that the characteristic polynomial of \( C \) is given by

\[ d(z) = \sum_{i=0}^{r} d_i z^i, \quad d_r = 1. \]

Moreover, from (22) it follows that the vector \( \hat{d} \) in (20) and (21) is given by

\[ \hat{d} = -r! G^{-1} \bar{d} \equiv -r! \left( \begin{array}{c} \frac{\bar{d}}{r} \\ \vdots \\ \frac{\bar{d}}{r-1} \end{array} \right). \]

By the way, we observe that the choice (see (10)-(13))

\[ \hat{d} = \frac{-1}{r+1} \left( \begin{array}{c} \alpha_0 \\ \vdots \\ \alpha_{r-1} \end{array} \right) \]

corresponds to the method obtained by imposing the order \( r + 1 \) conditions on each row.

Let us now study the problem of appropriately choosing the characteristic polynomial \( d(z) \) in (23). We surely will choose it in order to have all the roots contained in \( \mathbb{C}^+ \), so that the method is pre-stable. This is not enough, however, to define a “good” method. An additional requirement may be obtained by considering that, in order the Absolute stability region of the method (see (18)),

\[ \mathcal{D} = \{ q \in \mathbb{C} : g(q) \leq 1 \}, \]

to be unbounded, it would be preferable to have the point at \( \infty \) inside \( \mathcal{D} \). From (18), such a requirement is easily proved to be equivalent to

\[ g(\infty) \equiv \left| e_1^T B^{-1} b \right| < 1. \]

The next result relates \( g(\infty) \) to the characteristic polynomial (23).
Theorem 3.

\[ g(\infty) = \left| \frac{1}{d_0} \sum_{i=0}^{r} \frac{r^i}{i!} d_i \right|. \]

**Proof.** From (7), (15), (14), (21) and (22), we obtain that

\[
B^{-1}b = B^{-1}A A^{-1}b = C^{-1}(q_1 - Ce) = C^{-1}D_r e - e = Q_r G^{-1}F^{-1}Q G^{-1} D_r e - e
\]

\[
= Q_r G^{-1}F^{-1}G \begin{pmatrix} q_0 & \cdots & q_{r-1} \end{pmatrix}^{-1} e - e = Q_r G^{-1}F^{-1}Ge_1 - e
\]

\[
= Q_r G^{-1}F^{-1}e_1 - e = -Q_r G^{-1} \begin{pmatrix} \frac{d_1}{d_0} \\ \vdots \\ \frac{d_r}{d_0} \end{pmatrix} - e = -Q_r \begin{pmatrix} \frac{d_1}{d_0} \\ \vdots \\ \frac{d_r}{d_0} \end{pmatrix} - e.
\]

Consequently, one obtains

\[
g(\infty) = \left| \text{e}^{T} B^{-1} \text{b} \right| = \left| \begin{pmatrix} r^1 & \cdots & r^r \end{pmatrix} \begin{pmatrix} \frac{d_1}{d_0} \\ \vdots \\ \frac{d_r}{d_0} \end{pmatrix} + 1 \right| = \left| 1 + \frac{1}{d_0} \sum_{i=1}^{r} \frac{r^i}{i!} d_i \right|
\]

\[= \left| \frac{1}{d_0} \sum_{i=0}^{r} \frac{r^i}{i!} d_i \right|. \]

\(\Box\)

The above result then provides an additional condition for the characteristic polynomial (23) of the matrix \(C\), namely (see (24)-(25))

\[ \left| \frac{1}{d_0} \sum_{i=0}^{r} \frac{r^i}{i!} d_i \right| < 1. \]

A further requirement for choosing the polynomial \(d(z)\) follows by observing that, from (7) and (15)-(17), one obtains

\[ y_r(q) = \frac{\det(M(q))}{\det(I_r - qC)} \eta \approx e^{rq} \eta, \]

where \(M(q)\) is the matrix obtained from the matrix \(I_r - qC\), whose last column has been substituted by \(e + q(q_1 - Ce)\). From the above equation, one obtains

\[ e^{rz} \approx \frac{\det(M(z))}{\det(I_r - zC)} = \frac{\varphi(z)}{z^r d(z)^{-1}} \equiv \frac{\varphi(z)}{\mu(z)}, \]

where \(\varphi(z) = \det(-M(z))\) is a polynomial of maximum degree \(r\), and

\[ \mu(z) = \sum_{i=0}^{r} d_i z^{r-i}, \quad d_r = 1, \]
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is a polynomial of exact degree $r$, since we assume $(I_r - qC)$ to be nonsingular. The above arguments can then be summarized by saying that the characteristic polynomial of the matrix $C$ (see (23)) coincides with the inverse of the polynomial at the denominator of a rational approximation to the exponential. By considering that, from (19), the above approximation to $e^{rz}$ is at least $O(z^{r+1})$, the following result easily follows.

**Theorem 4.** Let the denominator $\mu(z)$ of the rational approximation (28) be given (i.e., the characteristic polynomial (23) is given). Then, the polynomial $\varphi(z)$ is uniquely determined.

We observe that, from (27)-(29), one obtains that (24) is always satisfied, when $\deg(\varphi) < \deg(\mu) \equiv r$: in such a case, in fact, one obtains $g(\infty) = 0$ and $A$-stability implies $L$-stability. A complementary result is the following (see also [27]).

**Theorem 5.** If $\mu(z) \equiv \varphi(-z)$ and all the roots of $\mu(z)$ have positive real part, then the corresponding block method is perfectly $A$-stable and $g(\infty) = 1$.

In other words, the above result states that, under the above condition of symmetry for $\mu(z)$ and $\varphi(z)$, pre-stability and $A$-stability are equivalent. Moreover, this result is complementary to the condition (26).

All the above facts then imply that a partial list of good criteria for choosing the characteristic polynomial $d(z)$ in (23) are the following:

- it must have all the roots contained in $\mathbb{C}^+$ (pre-stability);
- $z^r d(z^{-1})$ must be the denominator of a (at least) $O(z^{r+1})$ rational approximation to $e^{rz}$;
- the polynomial should satisfy (26) (point at $\infty$ inside the absolute stability region $D$). Alternatively, the conditions of Theorem 5 should be satisfied.

In view of the above criteria, and in particular of the second one, in the next section we shall review some rational approximations to the exponential. Before that, we conclude this section by considering the problem of determining the order of a block method. For this purpose, let us denote by

$$\hat{y} = \begin{pmatrix} y(t_1) \\ \vdots \\ y(t_r) \end{pmatrix}, \quad \hat{f} = \begin{pmatrix} f(t_1, y(t_1)) \\ \vdots \\ f(t_r, y(t_r)) \end{pmatrix},$$

where $y(t)$ is the solution of problem (1). From (2) one then obtains that

$$A \otimes I_m \hat{y} - hB \otimes I_n \hat{f} + a \otimes y_0 - b \otimes f_0 = \tau,$$

where $\tau$ is the vector with the truncation errors of the method. By assuming that $y(t)$ is suitably smooth, the entries of the latter vector are given by

$$\tau_i = \sum_{j > r} y^{(j)}(t_n) h^j \left( \sum_{k=0}^r k^{j-1} (ka_k^{(i)} - j\beta_k^{(i)}) \right)$$

$$\equiv \sum_{j > r} y^{(j)}(t_n) h^j v_{ji}, \quad i = 1, \ldots, r,$$

because of the conditions (19). Consequently, we obtain that
\[ A \otimes I_m(\hat{y} - y) - hB \otimes I_m(\hat{f} - f) = \tau. \]

By introducing the vector \( \hat{e} = \hat{y} - y \), one then concludes that it satisfies the equation

\[ (A \otimes I_m - hB \otimes I_m \hat{J}) \hat{e} = \tau, \]

where

\[
\hat{J} = \begin{pmatrix}
\hat{j}_1 \\
\vdots \\
\hat{j}_r
\end{pmatrix},
\]

\[ \hat{j}_i = \int_0^1 J(t_i, sy(t_i) + (1-s)y_i) ds \equiv J_0 + O(h), \]

\( J(t, y) = \frac{\partial}{\partial y} f(t, y) \) and \( J_0 = J(t_0, y_0) \). The order of the block method is then defined according to the next definition.

**Definition 2.** The block method corresponding to (31) has order \( p \) provided that \( \hat{e}_r = O(h^{p+1}) \), where \( \hat{e}_r \) is the last entry of \( \hat{e} \).

It is obvious that, from (30) and (31), we have that the order of the method is \( p \geq r \). In general, the relations between the order conditions (30) and the global order of the method may be very entangled, as the Butcher theory for Runge-Kutta methods (see, for example, [12]) shows. Nevertheless, in case we look for values of \( p \) only slightly greater than \( r \), the following result may be useful.

**Theorem 6.** Consider the following possible cases for the method corresponding to (30)-(31)

1) \( e^T A^{-1} \mathbf{v}_{r+1} = 0 \), and \( e^T A^{-1} \mathbf{v}_{r+2} \neq 0 \) or \( e^T C A^{-1} \mathbf{v}_{r+1} \neq 0 \);
2) \( e^T A^{-1} \mathbf{v}_{r+1} = 0 \), and \( e^T A^{-1} \mathbf{v}_{r+2} = 0 \), and \( e^T C A^{-1} \mathbf{v}_{r+1} = 0 \),

where \( \mathbf{v}_j = \begin{pmatrix} v_{1j} & \cdots & v_{jr} \end{pmatrix}^T \). Then the global order of the method is exactly \( p = r+i \) in cases \( i = 0, 1 \), and \( p \geq r + 2 \) in case 2.

**Proof.** From (15), (30) and (31)-(32), by posing

\[
\check{y}^{(i)} = \begin{pmatrix} y^{(i)}(t_1) & \cdots & y^{(i)}(t_r) \end{pmatrix}^T,
\]

one obtains

\[
\hat{e} = (I_r \otimes I_m - hC \otimes I_m \hat{J})^{-1} A^{-1} \otimes I_m \tau
\]

\[
= h^{r+1} (A^{-1} \mathbf{v}_{r+1}) \otimes I_m \check{y}^{(r+1)} + h^{r+2} (A^{-1} \mathbf{v}_{r+2}) \otimes I_m \check{y}^{(r+2)} + C \otimes I_m \hat{J} (A^{-1} \mathbf{v}_{r+1}) \otimes I_m \check{y}^{(r+1)} + O(h^{r+3})
\]

\[
= h^{r+1} (A^{-1} \mathbf{v}_{r+1}) \otimes I_m \check{y}^{(r+1)} + h^{r+2} (A^{-1} \mathbf{v}_{r+2}) \otimes I_m \check{y}^{(r+2)} + (CA^{-1} \mathbf{v}_{r+1}) \otimes J_0 \check{y}^{(r+1)} + O(h^{r+3}),
\]

from which, in view of Definition 2, the thesis easily follows. □
3. Approximating the exponential. In this section we review some classical rational approximation to the exponential. In particular, we look for polynomials described by (29), i.e. for characteristic polynomials (23), suitable to define “good” block methods, according to the criteria previously introduced.

3.1. Padé approximation. One of the most classical rational approximation to the exponential is the Padé \((\nu, r)\), where (see (28))

\[
\varphi(z) \equiv \varphi_{\nu, r}(rz), \quad \mu(z) \equiv \mu_{\nu, r}(rz)
\]

are polynomials of degree \(\nu\) and \(r\), respectively, such that

\[
\varphi_{\nu, r}(z) = \mu_{\nu, r}(z)e^z + O(z^{\nu+r+1}).
\]

The expression of the two polynomial is well-known, and is given by

\[
\varphi_{\nu, r}(z) = \sum_{i=0}^{\nu} \frac{(\nu + r - i)! \nu!}{(\nu + r)! \mu - i)!} z^i,
\]

(34)

\[
\mu_{\nu, r}(z) = \sum_{i=0}^{r} (-1)^i \frac{(\nu + r - i)! \nu!}{(\nu + r)! \mu - i)!} z^i.
\]

Such choice has been already considered in [27]. The following properties hold true for the polynomials \(\varphi_{\nu, r}\) and \(\mu_{\nu, r}\) (see [24] and the references therein).

**Theorem 7.** For all \(\nu, r \geq 0\):

1. \(\mu_{\nu, r}(z) \equiv \varphi_{\nu, \nu}(-z)\);
2. if \(r \geq 1\), all the zeros of the polynomial \(\mu_{\nu, r}(z)\) lie in the annulus

\[
(r + \nu)\xi < |z| < r + \nu + 4/3,
\]

where \(\xi \approx 0.278465\) is the unique positive root of \(xe^{x+1} = 1\).

Moreover, it is also known (Ehle conjecture, see also [26]) that, for \(\nu \in \{r - 2, r - 1, r\}\), one obtains \(A\)-stable methods. Such methods are also \(L\)-stable when \(\nu < r\), conversely, when \(\nu = r\) one obtains \(g(\infty) = 1\), since the result of Theorem 5 applies.

Concerning the order of convergence of the corresponding block methods, by applying the criteria in Theorem 6, it can be verified that it is given by

\[
p = r + 1, \quad \text{for } r \text{ odd},
\]

\[
r \geq 3, \quad \nu = r - 2, r - 1, r.
\]

(35)

\[
p \geq r + 2, \quad \text{for } r \text{ even},
\]

We shall consider again such a choice in the next sections.
3.2. Bernoulli numbers. One of the way of defining Bernoulli numbers is through the following formal power series:

\[ P(x) = \sum_{i=0}^{\infty} \frac{x^i}{(i+1)!}, \]

whose sum is \( x^{-1}(e^x - 1) \). Its reciprocal, in fact, is given by

\[ P^{-1}(x) = \sum_{i=0}^{\infty} \frac{B_i}{i!} x^i, \]

where \( \{B_i\} \) is the sequence of Bernoulli numbers. Consequently, by means of simple calculations, one obtains that

\[ e^{rq} = \frac{P^{-1}(-rq)}{P^{-1}(rq)} = \frac{\sum_{i=0}^{\infty} \frac{B_i}{i!} (-rq)^i}{\sum_{i=0}^{\infty} \frac{B_i}{i!} (rq)^i}. \]

Consequently (see (28)-(29)), we choose the polynomial (23) as

\[ d(z) = \sum_{i=0}^{r} \frac{B_i}{i!} (rz)^{r-i}, \]

obtaining corresponding block methods. By considering that \( B_{2i+1} = 0 \), for \( i \geq 1 \), we can take into account only methods with blocks of even size. In such a case, by using the result of Theorem 6, it can be verified that the order of the corresponding methods is \( p = r + 2 \), for all even values of \( r \).

However, there is a severe drawback concerning such methods. In fact, for \( r \geq 4 \), the characteristic polynomials have roots with negative real parts, so that the corresponding block methods are not pre-stable. For this reason, it is not appropriate to use such an approximation if high order methods are needed, and we shall not consider it further.

3.3. RITZ fractions. In this case, the rational approximation to the exponential is obtained by using a truncated continuous fraction. To begin with, let us look for an approximation defined through a continuous fraction [18]

\[ e^z = \frac{a_0}{b_0 + \frac{a_1}{b_1 + \frac{2a_2}{b_2 + \ldots}}} \]

where the sequences \( \{a_i\} \), and \( \{b_i\} \) are suitably defined. In more detail, by defining the Moebius transformation
we obtain that the right-hand side in (37) can be written as
\[ \Phi_0 \circ \Phi_1 \circ \Phi_2 \circ \cdots (0). \]
Since the transformation (38) involves a rotation (R), an inversion (I), a translation (T) and, moreover, it depends on a complex parameter \( z \), the corresponding fraction (37) is called a RITZ fraction. The entries of the two sequences \( \{a_i\} \) and \( \{b_i\} \) are determined in order the \( i \)th truncated fraction,
\[
\begin{align*}
& p_i(z) \equiv \Phi_0 \circ \Phi_1 \circ \cdots \Phi_{i-1}(0) = \frac{a_0}{b_0 + \frac{z a_1}{b_1 + \frac{z a_2}{b_2 + \ldots + \frac{z a_{i-1}}{b_{i-1}}}}}, \\
& q_i(z) \equiv \Phi_0 \circ \Phi_1 \circ \cdots \Phi_{i-2}(0) = 1 \\
\end{align*}
\]
to be the best possible approximation to \( e^z \). It can be shown that this lead to this (not unique) choice for the two sequences in (37):
\[
 a_i = (-1)^i, \quad b_0 = 1, \quad b_{2i+1} = 2i + 1, \quad b_{2i+2} = 2, \quad i = 0, 1, \ldots
\]
Since (38) are Moebius transformations, the corresponding matrix of the transformation,
\[
 M_i = \begin{pmatrix} 0 & a_i \\ 1 & b_i \end{pmatrix}, \quad i \geq 0,
\]
provides the following recursion for the polynomials (39):
\[
 \begin{align*}
 p_{i+1}(z) &= z a_i p_{i-1}(z) + b_i p_i(z), \\
 q_{i+1}(z) &= z a_i q_{i-1}(z) + b_i q_i(z), \quad i \geq 1,
\end{align*}
\]
with the initial conditions \( p_0 = 0, q_0 = 1, p_1 = a_1, q_1 = b_1 \). An easy induction argument shows that
\[
 \nu \equiv \deg(p_i) = \left\lfloor \frac{i-1}{2} \right\rfloor, \quad r \equiv \deg(q_i) = \left\lfloor \frac{i}{2} \right\rfloor, \quad q_i(0) = 1, \quad i \geq 1.
\]
However, in such a way we obtain again Padé approximations: in fact, one verifies that
\[
 \frac{p_i(z)}{q_i(z)} \equiv \frac{\varphi_{\nu,r}(z)}{\mu_{\nu,r}(z)}, \quad i \geq 2,
\]
where \( \nu \) and \( r \) are defined according to (40) and the polynomials \( \varphi_{\nu,r}(z) \) and \( \mu_{\nu,r}(z) \) are respectively the numerator and denominator of the Padé approximation (see (34)). It is an easy matter to verify that, for \( i \geq 2 \), the couples \((\nu,r)\) assume the values \((r - 1, r), (r, r), r \geq 1\).
4. Conditioning and nonlinear iteration. From the results in the previous section, we can conclude that the choice of the Padé approximation for constructing A-stable (or L-stable) block methods of arbitrary high order is appropriate. We now shall study aspects related to the conditioning of the discrete problem, which make such a choice appealing from this point of view as well. Such aspects are related to the solution of the discrete problem (2), which is usually carried out by means of the Newton method (or its variants), typically through the iteration

\[
(A \otimes I_m - hB \otimes J_0) \delta^{(i)} = F(y^{(i)}), \quad y^{(i+1)} = y^{(i)} - \delta^{(i)}, \quad i = 0, 1, \ldots
\]  

We have, therefore, the problem of having the iteration (41) converging as fast as possible, as well as to accurately solve the linear system at each iteration. By means of a suitable modification of the Newton-Kantorovich theorem (see, for example, [22]) and of standard arguments of Numerical Linear Algebra, one obtains that both the two facts can be accomplished by requiring the condition number of the matrix \((A \otimes I_m - hB \otimes J_0)\), which we rewrite in the equivalent form (see (15))

\[
(I_r \otimes I_m - hC \otimes J_0),
\]

to be as small as possible. Obviously, when \(h\) is small there are no problems, since such matrix reduces to the identity matrix. Conversely, when \(h\) is large, the main contribute is due to \(hC J_0\). By considering that

\[
\kappa(hC \otimes J_0) = \kappa(C) \kappa(J_0),
\]

(where obviously \(\kappa\) denotes the condition number of the specified matrix) we then conclude that it would be very appreciable to have the matrix \(C\) with a small condition number. We observe that the case where the stepsize \(h\) is large is a significant one, since it corresponds to the use of large stepsizes when, for example, in a stiff problem an asymptotically stable stationary solution has been approached. In such a case, in fact, the solution is approximately constant and, consequently, any (appropriate) nonlinear iteration should converge rapidly.

Moreover, a necessary condition for having the matrix \(C\) well-conditioned is to have its eigenvalues bounded away from zero and infinity, as the size \(r\) increases. In this respect, the block methods derived by the Padé \((\nu, r)\) have this property. In fact, from (33)-(34) and the result of point 2 in Theorem 7, one obtains that the eigenvalues of \(C\) (which have positive real part) belong to the annulus

\[
\frac{r + \nu}{r} \xi < |z| < \frac{r + \nu + 4/3}{r}, \quad \xi \approx 0.278465.
\]

If, in addition, we consider that the best values for \(\nu\) are \(r - 1\) and \(r\), we conclude that all the eigenvalues of \(C\) have positive real part and are approximately contained in the annulus

\[
2 \xi < |z| < 2, \quad r \gg 0.
\]

In Table 1 we list the condition numbers of the matrix \(C\) corresponding to the block methods obtained from the Padé \((r, r)\) and \((r - 1, r), r = 1, \ldots, 12\).
Table 1
Condition numbers of the matrix $C$ for the block methods derived from the Padé $(r, r)$ and $(r - 1, r)$.

<table>
<thead>
<tr>
<th>$r$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(r, r)$</td>
<td>1.00E0</td>
<td>6.88E0</td>
<td>1.49E1</td>
<td>3.10E1</td>
<td>5.62E1</td>
<td>1.15E2</td>
</tr>
<tr>
<td>$(r - 1, r)$</td>
<td>1.00E0</td>
<td>4.19E0</td>
<td>8.15E0</td>
<td>1.67E1</td>
<td>3.03E1</td>
<td>6.08E1</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>$r$</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(r, r)$</td>
<td>2.19E2</td>
<td>5.61E2</td>
<td>1.28E3</td>
<td>4.23E3</td>
<td>1.14E4</td>
<td>4.08E4</td>
</tr>
<tr>
<td>$(r - 1, r)$</td>
<td>1.17E2</td>
<td>2.95E2</td>
<td>6.86E2</td>
<td>2.26E3</td>
<td>6.16E3</td>
<td>2.23E4</td>
</tr>
</tbody>
</table>

5. Implementation of block implicit methods: blended schemes. We now consider the problem of the efficient implementation of the block methods (2), namely we shall devise procedures for the solution of the corresponding discrete problem. This topic is focal for a numerical method to be competitive and has been, therefore, extensively studied for various classes of numerical methods (see, e.g., [1, 6, 11, 19, 20, 25]), even when implemented on different computer platforms. Concerning the latter field, we mention Galligani’s contributions [13, 14].

From the point of view of the implementation, the main problem is the efficient solution of the linear systems required by the iterative solution of the discrete problem. According to the general ways of solving linear systems, i.e. by using direct or iterative procedures, it is possible to classify the currently used approaches in two main categories:

- diagonalization (or block diagonalization) of the matrix $C$ [11, 17];
- definition of a suitable splitting [1, 6, 19, 20, 21].

Concerning the first category, it would be preferable to have the matrix $C$ with all real eigenvalues. This because in such a way it is possible to solve real linear systems of the same size of the continuous problem. Nevertheless, there is some drawback on this point, since the matrix which diagonalize the matrix $C$ may be ill-conditioned. As matter of fact, from (21), by considering that (assuming for simplicity all distinct eigenvalues)

$$F = V^{-1}\Lambda V,$$

where

$$\Lambda = \begin{pmatrix} 
\lambda_1 & & \\
& \ddots & \\
& & \lambda_r 
\end{pmatrix} , \quad V = \begin{pmatrix} 
\lambda_1^0 & \cdots & \lambda_1^{r-1} \\
\vdots & \ddots & \vdots \\
\lambda_r^0 & \cdots & \lambda_r^{r-1} 
\end{pmatrix},$$

one obtains that the matrix

$$W = VG^{-1}Q_r^{-1}$$

diagonalizes the matrix $C$. If we assume, for example, that the eigenvalues are equally spaced in the interval $[2\xi, 2]$ (see (42)-(43)), i.e.

$$\lambda_i = 2\xi + (i - 1)\frac{2(1 - \xi)}{r - 1}, \quad i = 1, \ldots, r,$$

(45)
we obtain the condition numbers listed in the first column of Table 2. One may observe that the matrix \( W \) becomes rapidly ill-conditioned, as \( r \) grows. This feature is less evident when the eigenvalues are chosen more appropriately: for example, in the second column we list the condition numbers of the matrices \( W \) corresponding to the block methods derived from the Padé \((r - 1, r)\), \( r = 2, \ldots, 10 \).

Concerning the second approach, in general there is the problem of finding a splitting having satisfactory convergence properties.

The first strategy is used, for example, in the code RADAU5 [17], whereas the second strategy is used in the code GAM [21]. In this paper, after the introduction of the notion of “blended block method”, we shall obtain a natural way to define appropriate splittings for the methods. Our approach, which is derived from the results in [6], is based on the definition of methods obtained as the combination of a couple of equivalent block methods. For this reason, such methods will be called blended block methods.

In order not to unnecessarily complicate the notation, we shall derive the new methods when the continuous problem to be solved is the usual test equation (16). Then, we look for methods generating a discrete problem in the following form,

\[
M(q)y = (A(q) - qB(q))y = (qb(q) - a(q))\eta \equiv g.
\]

where, being \( \theta = \theta(q) \) a suitable “weight” matrix, \( M(q) \) is the \( r \times r \) matrix defined by

\[
A(q) = \theta A_1 + (I_r - \theta)A_2, \quad B(q) = \theta B_1 + (I_r - \theta)B_2,
\]

and

\[
a(q) = \theta a_1 + (I_r - \theta)a_2, \quad b(q) = \theta b_1 + (I_r - \theta)b_2.
\]

The couples of augmented matrices

\[
\bar{A}_1 = [a_1 \mid A_1], \quad \bar{B}_1 = [b_1 \mid B_1], \quad \bar{A}_2 = [a_2 \mid A_2], \quad \bar{B}_2 = [b_2 \mid B_2],
\]

define two suitable equivalent block methods. In particular, we start considering the following choices:

\[
\begin{array}{|c|c|c|}
\hline
r & \kappa(W) \\
\hline
2 & 4.66E0 & 3.03E0 \\
3 & 6.65E1 & 1.01E1 \\
4 & 3.71E2 & 3.47E1 \\
5 & 1.34E4 & 1.37E2 \\
6 & 1.24E5 & 6.16E2 \\
7 & 3.49E6 & 3.18E3 \\
8 & 5.29E7 & 1.82E4 \\
9 & 9.58E8 & 1.08E5 \\
10 & 2.26E10 & 6.51E5 \\
\hline
\end{array}
\]
(50) \[ A_1 = I_r, \quad B_1 = C, \quad A_2 = C^{-1}, \quad B_2 = I_r, \quad \theta(q) = (1 - q)^{-1}I_r, \]

with the remaining vectors obtained through the consistency conditions (7). We shall choose the block methods in (49) so that the discrete problem (46) can be solved by using an iterative procedure,

(51) \[ N(q)y^{(i+1)} = (N(q) - M(q))y^{(i)} + g, \quad N(q) = A_1 - qB_2. \]

In view of the choice (50), we obtain

(52) \[ N(q)^{-1} = (1 - q)^{-1}I_r \equiv \theta(q), \]

i.e. (51) defines a diagonal splitting. Moreover, the diagonal entries are equal, so that the resulting computational cost per iteration is relatively low.

The iteration (51) converges to the solution of (46) if and only if the spectral radius, say \( \rho(q) \), of the iteration matrix

(53) \[ I_r - N(q)^{-1}M(q) \]

is smaller than 1. According to [19, 20], the region of convergence of the iteration (51) is given by

\[ \Gamma = \{ q \in \mathbb{C} : \rho(q) < 1 \}. \]

Moreover, the iteration is said to be \( A \)-convergent if \( \mathbb{C}^+ \subseteq \Gamma \) (\( A(\alpha) \)-convergence is similarly defined). From the definition of \( N(q) \), \( A \)-convergence is equivalent to require that

\[ \rho^* \equiv \sup_{x>0} \rho(ix) < 1, \]

where, as usual, \( i \) is the imaginary unit. Another interesting property of the iteration (51) is that from the definition of \( N(q) \) one obtains

\[ \rho(q) \to 0, \quad \text{as} \quad q \to \infty. \]

Such property is very welcome, in order to have the iteration rapidly converging when the method is applied to stiff problems [19, 20].

A simple expression for the parameter \( \rho^* \) may be derived from (51)-(53). In fact, if \( \lambda \) is an eigenvalue of \( C \), then

(54) \[ \zeta(\lambda) = \frac{q(\lambda - 1)^2}{\lambda(q - 1)^2} \]

is an eigenvalue of the iteration matrix (53). Consequently, by assuming \( q = ix \), we obtain that
Table 3
Value of $\rho^*$ for the blended block methods corresponding to the Padé $(r, r)$ and $(r - 1, r)$.

<table>
<thead>
<tr>
<th>$r$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
</tr>
</thead>
<tbody>
<tr>
<td>$(r, r)$</td>
<td>.250</td>
<td>.289</td>
<td>.419</td>
<td>.522</td>
<td>.600</td>
<td>.661</td>
<td>.710</td>
<td>.749</td>
<td>.783</td>
<td>.811</td>
<td>.835</td>
<td>.856</td>
</tr>
<tr>
<td>$(r - 1, r)$</td>
<td>.0</td>
<td>.204</td>
<td>.386</td>
<td>.508</td>
<td>.595</td>
<td>.661</td>
<td>.712</td>
<td>.753</td>
<td>.787</td>
<td>.815</td>
<td>.840</td>
<td>.861</td>
</tr>
</tbody>
</table>

(55) $\rho^* = \max_{x > 0} \max_{\lambda \in \sigma(C)} g(x; \lambda),$

where, by posing $\lambda = a + ib,$

(56) $g(x; \lambda) = \frac{x((1 - a)^2 + b^2)}{\sqrt{a^2 + b^2(x^2 + 1)}}$

is the modulus of $\zeta(\lambda).$ By considering that $g(0; \lambda) = g(\infty; \lambda) = 0,$ one concludes that if there is one stationary point, this must be a maximum. By differentiating $g(x; \lambda),$ we obtain

$$g'(x; \lambda) = \frac{(1 - x^2)((1 - a)^2 + b^2)}{\sqrt{a^2 + b^2(x^2 + 1)}},$$

from which we conclude that $x = 1$ is the point of maximum for $g(x; \lambda).$ As a consequence, we get

(57) $\rho^* = \max_{\lambda \in \sigma(C)} \frac{(1 - a)^2 + b^2}{2\sqrt{a^2 + b^2}},$

which is easy to compute, since we have the possibility of choosing the spectrum of $C.$ In Table 3 we list the value of $\rho^*$ for the block methods obtained from the Padé approximations $(r, r)$ and $(r - 1, r),$ $r = 1, \ldots, 12.$ One then concludes that the iterations corresponding to all such methods are $A$-convergent. Moreover, it can be verified that this property holds true at least up to $r = 24,$ for both type of methods.

An improvement can be obtained by considering an alternative choice to (50), still providing us with a diagonal splitting, namely

(58) $A_1 = I_r, \quad B_1 = C, \quad A_2 = DC^{-1}, \quad B_2 = D, \quad \theta(q) = (I_r - qD)^{-1},$

where $D$ is a diagonal matrix with positive real entries. The first possibility that we consider is the following:

(59) $D = \alpha I_r, \quad \alpha > 0,$

which reduces to the previous choice (50) in the case $\alpha = 1.$ In such a case, (54), (55), (56) and (57) become, respectively,

$$\zeta(\lambda; \alpha) = \frac{g(\lambda - \alpha)^2}{\lambda(aq - 1)^2}; \quad \rho^* = \max_{x > 0} \max_{\lambda \in \sigma(C)} g(x; \lambda, \alpha), \quad g(x; \lambda, \alpha) = \frac{x((\alpha - a)^2 + b^2)}{\sqrt{a^2 + b^2(ax^2 + 1)}}.$$
and, considering that $x = \alpha^{-1}$ is the point of maximum for $g(x; \lambda, \alpha)$,

$$\rho^*_\alpha = \max_{\lambda \in \sigma(C)} (\alpha - a)^2 + b^2 \over 2\sqrt{a^2 + b^2}. \quad (60)$$

Consequently, the convergence properties of the iteration (51) now depend on the parameter $\alpha > 0$, which can be chosen in order to minimize the corresponding value of $\rho^*_\alpha$. In Tables 4 and 5 we list, respectively, the optimum parameters $\alpha_r$, along with the corresponding parameter $\rho^*_\alpha$, for the block methods obtained from the Padé $(r, r)$ and $(r - 1, r)$, $r = 1, \ldots, 12$. One verifies that there has been an improvement over the previous values in Table 3. A different choice for the matrix $D$ will be considered in the next section.

6. Implementation of block implicit methods: further analysis. We now consider a particular case of the above approach, namely

$$\lambda_i(C) = \alpha, \quad i = 1, \ldots, r, \quad (61)$$

where $\alpha$ is the same parameter in (59). From equation (60), we then obtain $\rho^*_\alpha = 0$. This conclusion may appear astonishing, since it implies that the iteration (51) converges in one iteration, when $q \in \mathbb{C}^-$ (actually, for all $q \neq \alpha^{-1}$). Nevertheless, the choice of a $r$-fold eigenvalue for the matrix $C$ has a severe drawback, since the matrix $C$ becomes very ill-conditioned, for increasing values of $r$. In fact, let us first consider the problem of choosing appropriately the parameter $\alpha$. From (23) and (61), one obtains that

$$d(z) = \sum_{i=0}^{r} \binom{r}{i} (-\alpha)^{r-i}z^i,$$

i.e.

$$d_i = \binom{r}{i} (-\alpha)^{r-i}, \quad i = 0, \ldots, r.$$

In order to obtain a method with $\infty \in \mathcal{D}$, we impose (see (24)-(25))

$$0 = \frac{(-\alpha)^{-r}}{d_0} \sum_{i=0}^{r} \frac{r^i}{i!} d_i = \sum_{i=0}^{r} \frac{(-1)^i}{i!} \binom{r}{i} (-\alpha)^{r-i} \equiv w(\alpha^{-1}). \quad (62)$$
Table 6

Condition numbers for the matrix $C$ obtained from (61)-(63).

<table>
<thead>
<tr>
<th>$r$</th>
<th>$\bar{\alpha}$</th>
<th>$\kappa(C)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>2.58578643762690497</td>
<td>3.08E0</td>
</tr>
<tr>
<td>3</td>
<td>1.307595645253780</td>
<td>4.19E1</td>
</tr>
<tr>
<td>4</td>
<td>2.2912642499285432</td>
<td>2.15E3</td>
</tr>
<tr>
<td>5</td>
<td>1.3902692056822543</td>
<td>2.16E3</td>
</tr>
<tr>
<td>6</td>
<td>2.0048542024083011</td>
<td>6.92E4</td>
</tr>
<tr>
<td>7</td>
<td>2.7259875357196162</td>
<td>3.98E6</td>
</tr>
<tr>
<td>8</td>
<td>1.8749852768446345</td>
<td>3.86E6</td>
</tr>
</tbody>
</table>

In such a case, in fact, $A$-stability implies $L$-stability. The polynomial $w(z)$ turns out to have all positive and real zeros. Among them, we obviously shall choose the one which generates the method with the best stability properties. Let it be $\bar{z}$. In correspondence of such root, we get the parameter

$$\bar{\alpha} = r \bar{z}^{-1}. \tag{63}$$

When more than one zero fulfills the above requirement, in view of the arguments in Section 4, we shall choose the one which minimizes the condition number of the matrix $C$. As an example, for $r = 2$ from (62)-(63) one obtains, after a few calculations, that the two values of $\alpha$ are

$$\alpha_1 = \frac{2}{2 + \sqrt{2}}, \quad \alpha_2 = 2 + \sqrt{2},$$

both generating $A$-stable methods. The parameter which minimizes the value of $\kappa(C)$ is $\alpha_1$. From such value, one obtains an $L$-stable block method of order 2 having the following matrix

$$A^{-1}\hat{B} = \begin{pmatrix} 4.9264068711928521E-1 & 5.1471862576142957E-1 & -7.3593128807148411E-3 \\ 6.5685424949238014E-1 & 6.6029150101523972E-1 & 6.5685424949238014E-1 \end{pmatrix},$$

for which (see (3) and (15)) $\kappa(C) \approx 3$. Nonetheless, for increasing values of $r$ one realizes that the condition number of the matrix $C$ grows very rapidly with $r$, as it is shown in Table 6. For each listed value of $r$, the corresponding block method has order $r$ and is $A$-stable (or $A(\alpha)$-stable). Nevertheless, due to the growth of $\kappa(C)$, it is advisable to use such methods only for $r$ very small.

**Remark 1.** We observe that the method corresponding, for example, to $r = 8$ in Table 6 is $A$-stable (see Figure 1). Nevertheless, the corresponding matrix $C$ is ill-conditioned (see the third column in Table 6). The reason for this is the large value of departure from normality of the matrix, which can be measured by

$$\Delta(C) = \|CC^T - C^TC\|_2.$$

In fact, for this method one obtains $\Delta(C) \approx 3.0E9$, whereas the corresponding value for the method derived from the Padé (7,8) (see Table 1, $r = 8$) is $\Delta(C) \approx 66$. 
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Let us now consider, instead of (59), the more general choice

\[ D = \text{diag} \left( \gamma_1, \ldots, \gamma_r \right), \quad \gamma_i > 0, \quad i = 1, \ldots, r, \tag{64} \]

for the iteration (51)-(58). The diagonal entries of \( D \) will be chosen in order to reduce the value of the parameter \( p^* \). Unfortunately, the spectral analysis is not as simple as in the case of the choice (59) and we must resort to a computational approach to obtain such entries. In particular, we have used the Matlab function \texttt{fmins} to minimize \( p^* \equiv \rho^*(\gamma_1, \ldots, \gamma_r) \), for the block methods obtained from the Padé \((r, r)\) and \((r-1, r)\), \(r = 1, \ldots, 10\). The obtained diagonal entries are listed in Tables 7 and 8. The corresponding values of the parameter \( p^* \) are listed in Table 9: in all cases we obtain an improvement over the corresponding values listed in Tables 3 and 4-5. Moreover, for comparison we also plot in Figure 2 the function \( \rho(ix) \) for \( x > 0 \), for the block methods obtained from the Padé \((7, 8)\) with the choices (50) and (58)-(59), corresponding respectively to \( \alpha = 1 \) and \( \alpha = 0.6205 \) (see Table 5), and to the choice (58)-(64), where the diagonal entries of \( D \) are those listed in Table 8, \( r = 8 \). From the plots, one may infer that the choice (58)-(64) is definitely an improvement over (50), since the curve in solid is always below the dashed one. Conversely, the dotted curve, corresponding to the choice (58)-(59) has a maximum greater than that of the curve in solid; nevertheless, for \( x < 0.77 \) it is under such curve. This means that, for the corresponding values of \( q \), the iteration (58)-(59) is faster than (58)-(64), even though for larger values of \( x \) the roles are reversed.

Let us now end the section by studying the application of a blended block method to the more general problem (1). In such a case, the discrete problem corresponding
Table 7
Diagonal entries of the matrix $D$ for the blended block methods derived from the Pade $(r, r)$. 

<table>
<thead>
<tr>
<th>$r$</th>
<th>$\gamma_r$</th>
<th>$i = 1, \ldots, r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.66275204106065</td>
<td>0.99880381565137</td>
</tr>
<tr>
<td>3</td>
<td>0.79177839434600</td>
<td>0.66142441654254</td>
</tr>
<tr>
<td>4</td>
<td>0.71248323670683</td>
<td>1.00835280450325</td>
</tr>
<tr>
<td>5</td>
<td>0.73794709503502</td>
<td>0.94336189309863</td>
</tr>
<tr>
<td>6</td>
<td>0.78960666760857</td>
<td>1.08556894280691</td>
</tr>
<tr>
<td>7</td>
<td>0.974727293049</td>
<td>1.042541067771</td>
</tr>
<tr>
<td>8</td>
<td>0.92381584690926</td>
<td>0.9695968328484</td>
</tr>
<tr>
<td>9</td>
<td>0.87962577636270</td>
<td>0.88647177187620</td>
</tr>
<tr>
<td>10</td>
<td>0.9160979913764</td>
<td>0.9062901717088</td>
</tr>
</tbody>
</table>

Table 8
Diagonal entries of the matrix $D$ for the blended block methods derived from the Pade $(r - 1, r)$. 

<table>
<thead>
<tr>
<th>$r$</th>
<th>$\gamma_r$</th>
<th>$i = 1, \ldots, r$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2</td>
<td>0.96936165526039</td>
<td>1.50848352835328</td>
</tr>
<tr>
<td>3</td>
<td>0.81868860281468</td>
<td>1.4498342544753</td>
</tr>
<tr>
<td>4</td>
<td>0.35370690490307</td>
<td>1.2776238976231</td>
</tr>
<tr>
<td>5</td>
<td>0.63946725983491</td>
<td>1.42164331385185</td>
</tr>
<tr>
<td>6</td>
<td>0.79474199557416</td>
<td>1.0606386548456</td>
</tr>
<tr>
<td>7</td>
<td>0.76154788274216</td>
<td>1.00860452026249</td>
</tr>
<tr>
<td>8</td>
<td>0.90280588616216</td>
<td>0.94628652026249</td>
</tr>
<tr>
<td>9</td>
<td>0.95021396531815</td>
<td>0.98542777497508</td>
</tr>
<tr>
<td>10</td>
<td>0.89639578999006</td>
<td>1.08135584615257</td>
</tr>
</tbody>
</table>

Table 9
Values of $\rho^*$ for the blended block methods corresponding to the Pade $(r, r)$ and $(r - 1, r)$ with the diagonal scaling $D$.

<table>
<thead>
<tr>
<th>$(r, r)$</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\rho^*$</td>
<td>0.05</td>
<td>0.29</td>
<td>0.27</td>
<td>0.35</td>
<td>0.41</td>
<td>0.44</td>
<td>0.47</td>
<td>0.52</td>
<td>0.52</td>
</tr>
<tr>
<td>$(r - 1, r)$</td>
<td>0.086</td>
<td>0.280</td>
<td>0.317</td>
<td>0.450</td>
<td>0.501</td>
<td>0.536</td>
<td>0.515</td>
<td>0.541</td>
<td>0.593</td>
</tr>
</tbody>
</table>

To the application of the method (46), (47)-(48), (58) over the first $r$ mesh points is given by

$$
\ddot{\mathbf{y}} - h\dot{\mathbf{B}}f = h\mathbf{b} f(t_0, y_0) - \mathbf{a} y_0,
$$

where, by setting $I = I_r \otimes I_m$,

$$
N = I - hD \otimes I_0
$$

$$
\ddot{\mathbf{a}} = N^{-1} I + (I - N^{-1}) \left((DC^{-1}) \otimes I_m\right),
$$

$$
\ddot{\mathbf{b}} = N^{-1} (C \otimes I_m) + (I - N^{-1}) \left((D \otimes I_m)\right),
$$

$$
\ddot{\mathbf{a}} = N^{-1} (\mathbf{e} \otimes I_0) + (I - N^{-1}) \left((DC^{-1}) \otimes I_m\right),
$$

$$
\ddot{\mathbf{b}} = N^{-1} (\mathbf{q}_1 - C \mathbf{e}) \otimes I_m) + (I - N^{-1}) \left((D(C^{-1} \mathbf{q}_1 - \mathbf{e})) \otimes I_m\right).
$$
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From the above expressions, it is evident that the application of the method requires the factorization of the matrix $N$, i.e. of the block

$$I_m - h\alpha J_0$$

in case we use the method corresponding to (59); alternatively, when (64) is considered, we need to factorize the blocks

$$I_m - h\gamma_i J_0, \quad i = 1, \ldots, r.$$  

It is customary to solve the equation (65) by using the modified Newton method, then solving linear systems with the matrix

$$M = \tilde{A} - h\tilde{B} (I_\delta \otimes J_0).$$

In place of such linear systems, we solve an inner iteration similar to (51), thus involving only linear systems with the matrix $N$, which has already been factored.

We then conclude that, leaving aside for simplicity function and Jacobian evaluations, the arithmetic complexity for solving (65) when $\ell$ Newton iterations are performed, each requiring $\mu$ inner iterations, amounts to

$$\frac{2}{3}m^3 + O(\ell\mu rm^2) \quad \text{floating operations},$$
in the case of (59), or

\[
\frac{2}{3} rm^3 + O(\mu rm^2)
\]

floating operations,

in the case of (64). The leading term is obviously due to the factorizations of the matrices (66) and (67), respectively. In the latter case, however, by observing that the \( r \) factorizations are independent each other, it is possible to use \( r \) parallel processors to execute them concurrently. Consequently, the choice (64) will result in a method having a natural parallelism across the method.

7. Conclusions. In this paper we have reviewed the derivation of \( r \)-block methods for ODEs. The derivation of such methods has been done in a unified framework, which allows to discuss many important theoretical properties of the methods.

Among the possible choices, it has been confirmed that the methods derived from the Padé approximation to the exponential have good stability properties. In more detail, the methods derived from the Padé \((r, r)\) are perfectly \( A \)-stable and those derived from the Padé \((r - 1, r)\) are \( L \)-stable, for all \( r \geq 1 \). Moreover, from (35) one obtains that even values of \( r \) are preferable, because they provide higher order methods than the subsequent odd values.

The implementation of the block methods as blended block methods has also been introduced. Such an implementation exploit the possibility of writing a given block method in different equivalent forms. The blended block methods here studied are characterized by a diagonal splitting, which is \( A \)-convergent for all values of \( r \) of practical interest. Improvements of the basic splitting have been also considered, which can be tailored for an efficient implementation either on sequential or parallel computers. In both cases, we obtain methods with a (possibly parallel) complexity whose leading term is \( 2m^3/3 \) flops per integration step (apart function and Jacobian evaluations), when the size \( m \) of the continuous problem is large.

REFERENCES


