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#### Abstract

We consider noisy binary channels on regular trees and introduce periodic enhancements consisting of locally self-correcting the signal in blocks without break of the symmetry of the model. We focus on the realistic class of within-descent self-correction realized by identifying all descendants $k$ generations down a vertex with their majority. We show that this also allows reconstruction strictly beyond the critical distortion. We further identify the limit at which the critical distortions of within-descent $k$ self-corrected transmission converge, which turns out to be the critical point for ferromagnetic Ising model on that tree. We finally discuss how similar phenomena take place with the biologically more plausible mechanism of eliminating signals which are locally not coherent with the majority.


## 1 Introduction

We consider a binary channel on a regular tree, as in [?], with a distortion rate $\varepsilon>0$ at every transmission and are interested in the reconstruction of the starting bit $\sigma_{0}$ from the signals $\sigma_{W_{n}}$ at the $n$-th generation of the tree. We focus on the majority rule, by which $\sigma_{0}$ is reconstructed as the symbol having majority in $\sigma_{W_{n}}$.

In [?] it is shown that for regular trees the majority rule is asymptotically equivalent to the optimal maximum-likelihood rule, and that there is a critical distortion $\bar{\varepsilon}_{c}=\frac{\sqrt{r}-1}{2 \sqrt{r}}$ such that for $\varepsilon>\bar{\varepsilon}_{c}$ no asymptotic reconstruction takes

[^0]place and for $\varepsilon<\bar{\varepsilon}_{c}$ there is asymptotic reconstruction; see also [?] for a review and [?] for a dynamical version of these results.

The aim of this paper is to investigate how a non-symmetry breaking mechanism of correction performed while transmitting the signal can improve reconstruction by either majority or maximum likelihood. To this purpose, we propose a local self-correction method by which the signal is periodically enhanced in blocks formed within the generations. The enhancement uses majority rule and consists of taking all signals in a block and changing them to all agree with their majority value (with random choice to break tie). The self-correction is based on the information available at the level of interest, and thus can in principle be performed while the signal is transmitted. From every vertex the transmission is then continued as it used to be in the original mechanism and the symmetry of the model is not broken.

It is easy to see that with non-local enhancement one can reconstruct beyond the critical distortion: in fact, by forcing all vertices of each generation to agree with their majority, one can reconstruct for every $\varepsilon \in\left[0, \frac{1}{2}\right)$. However, such correction involves taking majority on larger and larger blocks, which is not an implementable strategy.

A slightly less expensive self-correction strategy consists of using blocks of fixed size $M$ (as soon as the generation is large enough) and then performing self-correction at every generation. In section 2 we show that for any noise level $\varepsilon<\frac{1}{2}$ it is possible to achieve reconstruction in this way with sufficiently large block size $M$. This procedure has the advantage of involving only a bounded number of within generation information exchange in self-correcting a block, and thus could in principle be implemented by a real machine. However, it still involves a very large number of within generation operations, performed at each generation: if the cost of each such operation is not zero (as in basically all reasonable situations) then the total cost might become too high.

We, therefore, restrict our attention, in the sequel, to a self-correction mechanism which contains costs by performing self-correction less often, and which has the additional advantage of being performed within the descent of some signal involved in the previous correction. This within descent self-correction reduces implementation costs, and allows signals to be dispersed and loose contact after their involvement in the enhancement, a feature which could be meaningful in a realistic setting. The within-descent self-correction at level $k$ is performed by taking each vertex at some $l k$-th generation, $l \in \mathbb{N}$, considering its $r^{k}$ descendants $k$ generations down, and then changing them to agree with their majority (randomly breaking ties).

At first sight, it is not even obvious that such reconstruction improves upon the non self-corrected transmission, but in section 3 we show that, except for $k=$ 1 and $r=2$, the within-descent self-correction at level $k$ strictly increases the critical distortions, and thus is an effective enhancement. The proof is based on the comparison between the self-correction based on the majority transformation with one correction based on random transformation which leaves the critical points unchanged.

The rest of the work is devoted to identifying the limit of the critical distor-
tions of the within-descent self-correction of level $k$ as $k$ diverges. Although it might seem that such mechanism is almost useless for large $k$, it turns out that instead it improves the transmission further.

To identify the large $k$ limit, in section 4 we exploit the correspondence with the Ising model. In fact, it is easy to see that, for regular trees, the reconstruction problem is equivalent to the free boundary conditions phase transition of the ferromagnetic Ising model on the tree with inverse temperature $\beta$ such that $1-2 \varepsilon=\tanh (\beta)$. Such transition occurs at the critical inverse temperature $\bar{\beta}_{c}$ such that for $\beta>\bar{\beta}_{c}$ the free boundary Ising model is convex combination of the extremal states (see [?] for a detailed description). On the other hand, the Ising model undergoes its regular phase transition (with boundary conditions) at a lower inverse temperature $\beta_{c}<\bar{\beta}_{c}$. In terms of $p=\tanh (\beta)$ and on a regular tree with forward branching rate $r$, we have $p_{c}=\tanh \left(\beta_{c}\right)=\frac{1}{r}$ (as shown originally in [?]) and $\bar{p}_{c}=\tanh \left(\bar{\beta}_{c}\right)=\frac{1}{\sqrt{r}}$ (as shown in $[?, ?, ?]$ ).

Our self-correction at level $k$ introduces thus new critical values $1-2 \varepsilon_{c}(k)=$ $p_{c}(k)=\tanh \left(\beta_{c}(k)\right)<\bar{p}_{c}$ and our main result is a bound on $p_{c}(k)$ showing that $\lim _{k \rightarrow \infty} p_{c}(k)=p_{c}$, the regular Ising model phase transition point. Such estimate is derived by introducing the FK representation of the Ising model and then comparing the information carried by the FK tree of the origin against the external "noise" produced by all other freely fluctuating clusters of vertices. We think that this comparison, which is based on Gaussian approximation and large deviation techniques, has an interest in itself as it gives a very natural way of evaluating the information available on the tree.

In section 5 we remark that the majority self-correction is not biologically feasible, and introduce, instead, a minority removal self-correction which consists of self-correcting a generation by removing the elements not belonging to the majority. Since this leaves at least $r^{k} / 2$ descendants, nothing really changes, and such correction also improves upon normal reconstruction up to the Ising model critical point. As we discuss, this, however, seems to indicate a peculiar phenomenon: it looks like that accepting the risk of creating uniform incorrect regions ("tumors") increases the resistance of inheritance to distortion. Whether this is a biologically meaningful statement should be further investigated with many bits models and realistic parameters.

There remain several open issues. First of all, our bounds on $p_{c}(k)$ in section 4 are not sharp. Also, our analysis has been performed either for correction each $k=1$ steps using large block size $M$ or for correction every $k$ steps with $M=r^{k}$ : we do not deal with the generic case of correcting blocks of size $M$ each $k$ generations. Solving the two issues above would then allow to treat the main open problem left by the present work: if one is to reconstruct the signal at a fixed generation $n$ and if within generation transmission has some given cost, it would be natural to introduce a correspondence between within generation transmission costs and gain in reconstruction probability, and then look for the self-correction algorithm with optimal $k$ and $M$.

## 2 Large Block Reconstruction

We consider regular trees $T^{(r)}$ with forward branching rate $r>0$. The $n$-th level of the tree is indicated by $T_{n}^{(r)}$ and $T_{\rightarrow n}^{(r)}$ represents the tree up to and including the $n$-th level. Vertices $v$ of $T^{(r)}$ are then identified by coordinates $v=(n, s)$ where $n$ is the level and $s=1, \ldots, r^{n}$ numbers the vertices at the same level. Signals or configurations are variables $\left\{\sigma_{v}\right\}_{v \in T^{(r)}}, \sigma_{v} \in\{-1,1\}$, and their distribution is specified by taking $\varepsilon>0, P_{\varepsilon}\left(\sigma_{0}=1\right)=1 / 2$ and for each vertex $v$ and predecessor $\leftarrow v, P_{\varepsilon}\left(\sigma_{v}=\sigma \leftarrow v\right)=1-\varepsilon$ independently of all other pairs. Reconstruction under majority rule on $\left(T^{(r)}, P_{\varepsilon}\right)$ takes place if

$$
\begin{align*}
0<\liminf _{n} \Delta_{n}\left(P_{\varepsilon}\right) & =: \liminf _{n}\left(P_{\varepsilon}\left(S_{n}>0 \mid \sigma_{0}=1\right)-P_{\varepsilon}\left(S_{n}<0 \mid \sigma_{0}=1\right)\right) \\
& =\liminf _{n} E_{\varepsilon}\left|P_{\varepsilon}\left(\sigma_{0}=1 \mid S_{n}\right)-P_{\varepsilon}\left(\sigma_{0}=-1 \mid S_{n}\right)\right| \tag{1}
\end{align*}
$$

where $S_{n}=\sum_{v \in T_{n}^{(r)}} \sigma_{v}$.
We first consider self-correction performed at each step using large blocks. We fix an integer $M>0$ and let $\tilde{n}=\max \left\{k: r^{k} \leq M\right\}$. We then consider the $\tilde{n}$-th generation as block 0 , and partition each of the following generations into blocks of size $M$ as follows: vertices $v=(n, s) \in T_{n}^{(r)}$ are partitioned into $\left\lfloor\frac{r^{n}}{M}\right\rfloor$ blocks of vertices with consecutive coordinates $s$, and possibly one block of $r^{n}-\left\lfloor\frac{r^{n}}{M}\right\rfloor \mathrm{M}$ vertices, which is from now on discarded without affecting the argument which follows. Each block $B$ is then connected to all blocks $B^{\prime}$ such that there are two vertices $v \in B$ and $v^{\prime} \in B^{\prime}$ which are connected on $T^{(r)}$. One can easily see that considering blocks as renormalized vertices and connections between them as renormalized bonds we have a new tree $\bar{T}^{(r)}$ with forward branching $r$ at all vertices $\bar{v} \in \bar{T}_{n}^{(r)}, n \geq 1$, and branching rate $r_{0} \leq r$ at the starting vertex $\bar{v}_{0}$. The branching rate of $\bar{T}^{(r)}$ is thus again $r$.

Next, we consider self-corrected variables, which are required to be constant on blocks:

$$
\begin{equation*}
\Sigma_{M}=\left\{\sigma \in\{-1,1\}^{T^{(r)}} \text { such that } \sigma_{v} \text { is constant on each block }\right\} \tag{2}
\end{equation*}
$$

and the self-correction $\operatorname{map} \Phi_{M}:\{-1,1\}^{T^{(r)}} \rightarrow \Sigma_{M}$ defined by

$$
\left(\Phi_{M} \sigma\right)_{v}= \begin{cases}\operatorname{sign}\left(\sum_{v \in B} \sigma_{v}\right) & \text { if } v \in B \subseteq T^{(r)} \backslash T_{\rightarrow(\tilde{n}-1)}^{(r)}  \tag{3}\\ & \text { and } \sum_{v \in B} \sigma_{v} \neq 0 \\ Z & \text { if } v \in B \subseteq T^{(r)} \backslash T_{\rightarrow(\tilde{n}-1)}^{(r)} \\ & \text { and } \sum_{v \in B} \sigma_{v}=0 \\ \sigma_{v} & \text { if } v \in T_{\rightarrow(\tilde{n}-1)}^{(r)}\end{cases}
$$

where $Z \in\{-1,1\}$ is a symmetric random variable.
The transmission is then self-corrected by the map $\Phi_{M}$ at every step: $\sigma_{T_{\rightarrow(n-1)}^{(r)}} \in$ $\Sigma_{M}$ generates $\sigma_{T_{\rightarrow n}^{(r)}} \in\{-1,1\}^{T^{(r)}}$ as usual, and then we take $\Phi_{M}\left(\sigma_{T_{\rightarrow n}^{(r)}}\right) \in \Sigma_{M}$. The distribution $P_{\varepsilon, M}$ of the self-corrected configuration is then recursively defined by $P_{\varepsilon, M}\left(\sigma_{T_{\rightarrow n}^{(r)}} \mid \sigma_{T_{\rightarrow(n-1)}^{(r)}}\right)=P_{\varepsilon}\left(\Phi_{M}^{-1} \sigma_{T_{n}^{(r)}} \mid \sigma_{T_{\rightarrow(n-1)}^{(r)}}\right)$.

We then take configurations on the renormalized tree $\bar{T}^{(r)}$ to be $\bar{\sigma}_{\bar{v}}$ if $\bar{v}$ represents the block $B$ and $\left(\Phi_{M} \sigma\right)_{v}=\bar{\sigma}_{\bar{v}}$ for all $v \in B$, and indicate by $\Psi_{M}$ : $\Sigma_{M} \rightarrow \bar{\Sigma}_{M}$, with $\bar{\Sigma}_{M}=\left\{\bar{\sigma}_{\bar{v}}, \bar{v} \in \bar{T}^{(r)}\right\}=\{-1,1\}^{\bar{T}^{(r)}}$, the renormalizing transformation. Renormalized configurations are described by $\bar{P}_{\varepsilon, M}=\Psi_{M} \circ P_{\varepsilon, M}$ on (the Borel $\sigma$-algebra of) $\bar{\Sigma}_{M}$.

Our first result is that, no matter how large the noise level $\varepsilon \in\left[0, \frac{1}{2}\right)$ is, with large enough block size $M$ it is possible to reconstruct the starting signal $\sigma_{0}$ after performing the $M$-block self-correction at each step.

Theorem 2.1 $\forall \varepsilon \in\left[0, \frac{1}{2}\right) \exists \bar{M}: \forall M>\bar{M}$

$$
\liminf _{n} \Delta_{n}\left(\bar{P}_{\varepsilon, M}\right)>0
$$

Proof. We first calculate the error rate $\bar{\varepsilon}_{M}$ on the renormalized tree $\bar{T}^{(r)}$ : let $B$ be any block of size $M$ of direct descendant of some site $v^{\prime} \in B^{\prime}$, where $B$ is a descendant of $B^{\prime}$ in $\bar{T}^{(r)}$; then

$$
\begin{equation*}
\bar{\varepsilon}_{M}=P_{\varepsilon}\left(\sum_{v \in B} \sigma_{v}<0 \mid \sigma_{v^{\prime}}=1\right)+\frac{1}{2} P_{\varepsilon}\left(\sum_{v \in B} \sigma_{v}=0 \mid \sigma_{v^{\prime}}=1\right) \tag{4}
\end{equation*}
$$

Given $\sigma_{v^{\prime}}$, the $\sigma_{v}$ 's are $\{-1,1\}$-i.i.d. random variables with $P_{\varepsilon}\left(\sigma_{v}=1 \mid \sigma_{v^{\prime}}=\right.$ $1)=1-\varepsilon>\frac{1}{2}$, so that by large deviations theory there exists $c_{\varepsilon}>0$ such that $\bar{\varepsilon}_{M} \leq e^{-c_{\varepsilon} M}$ for all $M>0$. Therefore, for $M$ large enough,

$$
\begin{equation*}
\left(1-2 \bar{\varepsilon}_{M}\right)^{2} r \geq\left(1-2 e^{-c_{\varepsilon} M}\right)^{2} r>1 \tag{5}
\end{equation*}
$$

This implies that $\bar{\varepsilon}_{M}<\varepsilon_{c}$ and there is reconstruction on the renormalized tree $\bar{T}^{(r)}$. By [?] this implies that for such M's:

$$
\begin{equation*}
\liminf _{n}\left(\bar{P}_{\varepsilon, M}\left(\bar{\sigma}_{0}=1 \mid \sum_{\bar{v} \in \bar{T}_{n}^{(r)}} \bar{\sigma}_{\bar{v}}>0\right)-\bar{P}_{\varepsilon, M}\left(\bar{\sigma}_{0}=-1 \mid \sum_{\bar{v} \in \bar{T}_{n}^{(r)}} \bar{\sigma}_{\bar{v}}>0\right)\right)>0 . \tag{6}
\end{equation*}
$$

Now, $\bar{\sigma}_{0}=1$ if $\sum_{v \in T_{n}^{(r)}} \sigma_{v}>0$ or, with probability $\frac{1}{2}$, if $\sum_{v \in T_{n}^{(r)}} \sigma_{v}=0$. Therefore,
$\liminf _{n}\left(P_{\varepsilon}\left(\sum_{v \in T_{\tilde{n}}^{(r)}} \sigma_{v}>0 \mid \sum_{\bar{v} \in \bar{T}_{n}^{(r)}} \bar{\sigma}_{\bar{v}}>0\right)-P_{\varepsilon}\left(\sum_{v \in T_{n}^{(r)}} \sigma_{v}<0 \mid \sum_{\bar{v} \in \bar{T}_{n}^{(r)}} \bar{\sigma}_{\bar{v}}>0\right)\right)>0$.
We now show that by reading the block variables $\bar{\sigma}_{\bar{v}}$ for $\bar{v} \in \bar{T}_{n}^{(r)}$ one can reconstruct $\sigma_{0}$. To this purpose let

$$
\begin{aligned}
& A=\left\{\sigma_{0}=+1\right\} \\
& B=\left\{\sum_{v \in T_{\tilde{n}}^{(r)}} \sigma_{v}>0\right\}
\end{aligned}
$$

and

$$
\begin{equation*}
C=\left\{\sum_{\bar{v} \in \bar{T}_{n}^{(r)}} \bar{\sigma}_{\bar{v}}>0\right\} . \tag{8}
\end{equation*}
$$

We then have, by total probabilities theorem, the Markov property and the fact that $P\left(A \mid B^{c}\right)=P\left(A^{c} \mid B\right)$ (with the same equality when $A$ and $A^{c}$ are exchanged),

$$
\begin{gather*}
P_{\varepsilon}(A \mid C)-P_{\varepsilon}\left(A^{c} \mid C\right) \\
=P_{\varepsilon}(A \mid C \cap B) P_{\varepsilon}(B \mid C)+P_{\varepsilon}\left(A \mid C \cap B^{c}\right) P_{\varepsilon}\left(B^{c} \mid C\right) \\
-\left(P_{\varepsilon}\left(A^{c} \mid C \cap B\right) P_{\varepsilon}(B \mid C)+P_{\varepsilon}\left(A^{c} \mid C \cap B^{c}\right) P_{\varepsilon}\left(B^{c} \mid C\right)\right)  \tag{9}\\
=P_{\varepsilon}(A \mid B) P_{\varepsilon}(B \mid C)+P_{\varepsilon}\left(A \mid B^{c}\right) P_{\varepsilon}\left(B^{c} \mid C\right) \\
-\left(P_{\varepsilon}\left(A^{c} \mid B\right) P_{\varepsilon}(B \mid C)+P_{\varepsilon}\left(A^{c} \mid B^{c}\right) P_{\varepsilon}\left(B^{c} \mid C\right)\right) \\
=\left(P_{\varepsilon}(A \mid B)-P_{\varepsilon}\left(A^{c} \mid B\right)\right)\left(P_{\varepsilon}(B \mid C)-P_{\varepsilon}\left(B^{c} \mid C\right)\right)>0 ;
\end{gather*}
$$

the last inequality holds since it follows from (??) that if $M$ is large enough, $\liminf _{n}\left(P_{\varepsilon}(B \mid C)-P_{\varepsilon}\left(B^{c} \mid C\right)\right)>0$, and it follows from the next Lemma that $P_{\varepsilon}(A \mid B)-P_{\varepsilon}\left(A^{c} \mid B\right)>0$ for every $\tilde{n}$.

Lemma 2.2 Consider any tree $T^{(r)}$ and a transmission problem described by the distribution $P_{\varepsilon}$, let $S_{n}(\sigma)=S_{n}=\sum_{v \in T_{n}^{(r)}} \sigma_{v}$. Then
i)

$$
P_{\varepsilon}\left(S_{n-1}>0 \mid S_{n}>0\right)-P_{\varepsilon}\left(S_{n-1}<0 \mid S_{n}>0\right)>0
$$

ii)

$$
P_{\varepsilon}\left(S_{n}>0 \mid D\right)-P_{\varepsilon}\left(S_{n}<0 \mid D\right)>0
$$

for every $D \subseteq\{-1,1\}^{T_{n-1}^{(r)}}$ such that $\forall \sigma \in D, S_{n-1}(\sigma)>0$.
iii)

$$
P_{\varepsilon}\left(S_{n}>0 \mid \hat{\sigma}_{T_{n-1}^{(r)}}\right)-P_{\varepsilon}\left(S_{n}<0 \mid \hat{\sigma}_{T_{n-1}^{(r)}}\right)>0
$$

for every configuration $\hat{\sigma}_{T_{n-1}^{(r)}} \in\{-1,1\}^{T_{n-1}^{(r)}}$ such that $\sum_{v \in T_{n-1}^{(r)}} \hat{\sigma}_{v}=l>0$.
iv)

$$
P_{\varepsilon}\left(S_{n-k}>0 \mid S_{n}>0\right)-P_{\varepsilon}\left(S_{n-k}<0 \mid S_{n}>0\right)>0
$$

for every $k=1, \ldots, n$.
Proof. Clearly ii) implies i) taking $D=\left\{S_{n-1}>0\right\}$, and iii) implies ii) since

$$
\begin{aligned}
& P_{\varepsilon}\left(S_{n}>0 \mid S_{n-1}>0\right) \\
&=\sum_{\hat{\sigma}_{T_{n-1}^{(r)}}: \sum_{v \in T_{n-1}^{(r)}} \hat{\sigma}_{v}>0} P_{\varepsilon}\left(S_{n}>0 \mid \hat{\sigma}_{T_{n-1}^{(r)}}\right) P_{\varepsilon}\left(\hat{\sigma}_{T_{n-1}^{(r)}} \mid S_{n-1}>0\right)
\end{aligned}
$$

To show iii) assume $\sum_{v \in T_{n-1}^{(r)}} \hat{\sigma}_{v}=l>0$. Then $S_{n}=\sum_{i=1}^{\frac{r^{n-1}-l}{2}} X_{i}+\sum_{i=\frac{r^{n-1}-l}{2}}^{\frac{r^{n-1}-l}{2}} Y_{i}+$ $\sum_{i=r^{n-1}-l+1}^{r^{n-1}} X_{i}$ with $X_{i}$ i.i.d, $Y_{i}$ i.i.d, $X_{i}, Y_{i} \in\{-r, r\}$ and $X_{i}=\sum_{j=1}^{r} \tilde{X}_{j}, \tilde{X}_{j}$ i.i.d, $\tilde{X}_{j} \in\{-1,1\}, P\left(\tilde{X}_{j}=1\right)=1-\varepsilon$ and $Y_{i}=\sum_{j=1}^{r} \tilde{Y}_{j}, \tilde{Y}_{j}$ i.i.d, $Y_{j} \in\{-1,1\}$, $P\left(\tilde{Y}_{j}=1\right)=\varepsilon$, all these variables being independent. So $X_{i}$ is distributed like $S_{1}$ conditioned to $\sigma_{0}=1$ and, by symmetry of the distribution of $S_{1}, X_{i}={ }^{d}-Y_{i}$, so that

$$
\begin{equation*}
\bar{S}_{n}=\sum_{i=1}^{\frac{r^{n-1}-l}{2}} X_{i}+\sum_{i=\frac{r^{n-1}-l}{2}+1}^{r^{n-1}-l} Y_{i} \tag{11}
\end{equation*}
$$

is a symmetric random variable. Therefore,

$$
\begin{align*}
& P_{\varepsilon}\left(S_{n}>0 \mid \hat{\sigma}_{T_{n-1}^{(r)}}\right)=P_{\varepsilon}\left(\bar{S}_{n}+\sum_{i=r^{n-1}-l+1}^{r^{n-1}} X_{i}>0\right) \\
& =\sum_{l_{1}=l-r^{n-1}}^{r^{n-1}-l} P_{\varepsilon}\left(\bar{S}_{n}+\sum_{i=r^{n-1}-l+1}^{r^{n-1}} X_{i}>0 \mid \bar{S}_{n}=l_{1}\right) P_{\varepsilon}\left(\bar{S}_{n}=l_{1}\right) \\
& \quad=\sum_{l_{1}>0}^{r^{n-1}-l}\left[P_{\varepsilon}\left(\sum_{i=r^{n-1}-l+1}^{r^{n-1}} X_{i}>-l_{1} \mid \bar{S}_{n}=l_{1}\right)\right. \\
& \left.\quad+P_{\varepsilon}\left(\sum_{i=r^{n-1}-l+1}^{r^{n-1}} X_{i}>l_{1} \mid \bar{S}_{n}=-l_{1}\right)\right] P_{\varepsilon}\left(\bar{S}_{n}=l_{1}\right) \\
& \quad+P_{\varepsilon}\left(\sum_{i=r^{n-1}-l+1}^{r^{n-1}} X_{i}>0 \mid \bar{S}_{n}=0\right) P_{\varepsilon}\left(\bar{S}_{n}=0\right) \\
& =\sum_{l_{1}>0}^{r^{n-1}-l}\left[P_{\varepsilon}\left(\sum_{i=1}^{l} X_{i}>-l_{1}\right)+P_{\varepsilon}\left(\sum_{i=1}^{l} X_{i}>l_{1}\right)\right] P_{\varepsilon}\left(\bar{S}_{n}=l_{1}\right) \\
& +P_{\varepsilon}\left(\sum_{i=1}^{l} X_{i}>0\right) P_{\varepsilon}\left(\bar{S}_{n}=0\right) \tag{12}
\end{align*}
$$

By the analogous expression for $S_{n}<0$ we then need

$$
\begin{align*}
P_{\varepsilon}\left(\sum_{i=1}^{l} X_{i}>-l_{1}\right)+P_{\varepsilon}\left(\sum_{i=1}^{l} X_{i}>\right. & \left.l_{1}\right) \\
& >P_{\varepsilon}\left(\sum_{i=1}^{l} X_{i}<-l_{1}\right)+P_{\varepsilon}\left(\sum_{i=1}^{l} X_{i}<l_{1}\right) \tag{13}
\end{align*}
$$

For every $l \geq 1$ and $l_{1} \geq 0$, we have $\sum_{i=1}^{l} X_{i}=\sum_{j=1}^{r l} \tilde{X}_{j}$ and

$$
\begin{equation*}
P_{\varepsilon}\left(\sum_{j=1}^{r l} \tilde{X}_{j}>l_{1}\right)=\sum_{h=\frac{r l+l_{1}}{2}}^{r l}\binom{r l}{h}(1-\varepsilon)^{h} \varepsilon^{r l-h} \tag{14}
\end{equation*}
$$

Also, by the change of variable $r l-h^{\prime}=h$,

$$
\begin{align*}
P_{\varepsilon}\left(\sum_{j^{\prime}=1}^{r l} \tilde{X}_{j^{\prime}}<-l_{1}\right) & =\sum_{h^{\prime}=0}^{\frac{r l-l_{1}}{2}}\binom{r l}{h^{\prime}}(1-\varepsilon)^{h^{\prime}} \varepsilon^{r l-h^{\prime}} \\
& =\sum_{h=\frac{r l+l_{1}}{2}}^{r l}\binom{r l}{h}(1-\varepsilon)^{r l-h} \varepsilon^{h} \tag{15}
\end{align*}
$$

So that, for $\varepsilon<\frac{1}{2}$,

$$
\begin{align*}
& P_{\varepsilon}\left(\sum_{i=1}^{l} X_{i}>l_{1}\right)-P_{\varepsilon}\left(\sum_{i=1}^{l} X_{i}<-l_{1}\right) \\
& \sum_{h=\frac{r l+l_{1}}{2}}^{r l}\binom{r l}{h}(1-\varepsilon)^{r l-h} \varepsilon^{r l-h}\left((1-\varepsilon)^{2 h-r l}-\varepsilon^{2 h-r l}\right)>0 . \tag{16}
\end{align*}
$$

This shows (??) since we have seen one strict inequality between two terms, and the other two terms satisfy

$$
\begin{align*}
P_{\varepsilon}\left(\sum_{i=1}^{l} X_{i}>-l_{1}^{\prime}\right) & -P_{\varepsilon}\left(\sum_{i=1}^{l} X_{i}<l_{1}^{\prime}\right) \\
& =P_{\varepsilon}\left(\sum_{i=1}^{l} X_{i} \geq l_{1}^{\prime}\right)-P_{\varepsilon}\left(\sum_{i=1}^{l} X_{i} \leq-l_{1}^{\prime}\right)>0 \tag{17}
\end{align*}
$$

for the same inequality (??) applied to $l_{1}=l_{1}^{\prime}-1 \geq 0$.
Finally, (iv) is shown using iteratively (??) for $k$ larger than one with

$$
\begin{aligned}
& A=\left\{S_{n-k}>0\right\} \\
& B=\left\{S_{n-k+1}>0\right\}
\end{aligned}
$$

and

$$
C=\left\{S_{n} \geq 0\right\}
$$

## 3 Within-descent self-correction: strict inequality of critical points

Our aim is to consider within-descent self-correction at some level $k$. To this purpose we take a vertex $v$ in some generation $m k, m \in \mathbb{N}$, and look at its $r^{k}$ descendants $k$ generation down (thus in $T_{(m+1) k}^{(r)}$ ) as generated by the transmission; we then force all such descendants to agree to their majority (with random choice if there is no majority). Transmission is then resumed as usual from the modified status. This amounts to define a map $\Phi_{k}:\{-1,1\}^{T^{(r)}} \rightarrow \Sigma_{k}$ given by
if $v \in T_{m k}^{(r)}$, with $v=\left(m k, s_{1} r^{k}+s_{2}\right), s_{1}=0, \ldots, r^{k(m-1)}-1, s_{2}=1, \ldots, r^{k}$; otherwise

$$
\begin{equation*}
\Phi_{k}(\sigma)_{v}=\sigma_{v} \tag{19}
\end{equation*}
$$

As before, the transmission is self-corrected by the map $\Phi_{k}$ every $k$ steps: $\sigma_{T_{\rightarrow m k}^{(r)}} \in \Sigma_{k}$ generates $\sigma_{T_{\rightarrow(m+1) k}^{(r)}} \in\{-1,1\}^{T^{(r)}}$ as usual, and then we take $\Phi_{k}\left(\sigma_{T_{\rightarrow(m+1) k}^{(r)}}\right) \in \Sigma_{k}$. The distribution $P_{\varepsilon}^{(k)}$ of the self-corrected configuration is then recursively defined by

$$
\begin{equation*}
P_{\varepsilon}^{(k)}\left(\sigma_{T_{\rightarrow(m+1) k}^{(r)}} \mid \sigma_{T_{\rightarrow m k}^{(r)}}\right)=P_{\varepsilon}\left(\Phi_{k}^{-1} \sigma_{T_{\rightarrow(m+1) k}^{(r)} \backslash T_{\rightarrow m r}^{(r)}} \mid \sigma_{T_{\rightarrow m k}^{(r)}}\right) \tag{20}
\end{equation*}
$$

Notice that $P_{\varepsilon}^{(k)}$ is no longer a Markov chain but the conditional probabilities satisfy

$$
\begin{aligned}
P_{\varepsilon}^{(k)}\left(\sigma_{T_{n}^{(r)}} \mid \sigma_{T_{\rightarrow(n-1)}^{(r)}}\right) & =P_{\varepsilon}\left(\sigma_{T_{n}^{(r)}} \mid \sigma_{T_{\rightarrow(n-1)}^{(r)}}\right) \\
& =P_{\varepsilon}\left(\sigma_{T_{n}^{(r)}} \mid \sigma_{T_{(n-1)}^{(r)}}\right)
\end{aligned}
$$

for all $n$ not of the form $n=m k$.

Next, for $\sigma \in \Sigma_{k}$, let $\Psi_{k}(\sigma) \in T^{\left(r^{k}\right)}$ be defined by

$$
\begin{equation*}
\Psi_{k}(\sigma)_{v}=\sigma_{\left(m k, s_{1} r^{k}+1\right)} \tag{22}
\end{equation*}
$$

if $v \in T_{m}^{\left(r^{k}\right)}, v=\left(m, s_{1} r^{k}+s_{2}\right), s_{1}=0, \ldots, r^{k(m-1)}-1, s_{2}=1, \ldots, r^{k}$. Note that $\Psi_{k}(\sigma)$ is a configuration of an almost regular tree $T^{\left(r^{k}\right)}: T^{\left(r^{k}\right)}$ has branching rate 1 at the starting vertex and then $r^{k}$ at all other vertices. As we will see, the initial segment makes no difference in our arguments, and, therefore, we adopt the slight abuse of notation $T^{\left(r^{k}\right)}$ (which in our definitions indicates a regular tree).

Using $P_{\varepsilon}^{(k)}$ we define the self-corrected critical distortions

$$
\begin{equation*}
\varepsilon_{c, r}(k)=\sup \left\{\varepsilon: \liminf _{n} \Delta_{n}\left(P_{\varepsilon}^{(k)}\right)>0\right\} \tag{23}
\end{equation*}
$$

Note that on $\Psi_{k}\left(\Phi_{k}\left(\{-1,1\}^{T^{(r)}}\right)\right)=T^{\left(r^{k}\right)}$ the distribution $\Psi_{k}\left(P_{\varepsilon}^{(k)}\right)=$ $P_{\varepsilon}^{(k)} \cdot \Psi_{k}^{-1}$ is a Markov chain, by the definition of $P_{\varepsilon}^{(k)}$, and thus it is again a transmission model with error rate $\varepsilon(k)$. In other words, $\Psi_{k}\left(P_{\varepsilon}^{(k)}\right)=P_{\varepsilon(k)}$ on $T^{\left(r^{k}\right)}$.

We first show that reconstruction under $\Psi_{k}\left(P_{\varepsilon}^{(k)}\right)$ on $T^{\left(r^{k}\right)}$ is equivalent to reconstruction under the $k$-self corrected distribution $P_{\varepsilon}^{(k)}$.

Lemma $3.1 \liminf _{n} \Delta_{n}\left(P_{\varepsilon}^{(k)}\right)>0$ if and only if $\liminf _{n} \Delta_{n}\left(\Psi_{k}\left(P_{\varepsilon}^{(k)}\right)\right)>0$
Proof. First, observe that $\liminf _{n} \Delta_{n}\left(\Psi_{k}\left(P_{\varepsilon}^{(k)}\right)\right)>0$ on $\Psi_{k}\left(\Sigma_{k}\right)$ if and only if $\liminf _{n} \Delta_{n}\left(\Psi_{k}\left(P_{\varepsilon}^{(k)}\right)\right)>0$ on $T^{\left(r^{k}\right)}$. In fact, on $\Psi_{k}\left(\Sigma_{k}\right)$ we obtain

$$
\begin{gather*}
P_{\varepsilon(k)}\left(S_{n}>0 \mid \sigma_{0}>0\right) \\
=\liminf _{n}\left[(1-\varepsilon(k)) P_{\varepsilon(k)}\left(S_{n}>0 \mid \sigma_{(1,1)}>0\right)\right.  \tag{24}\\
\left.+\varepsilon(k) P_{\varepsilon(k)}\left(S_{n}>0 \mid \sigma_{(1,1)}<0\right)\right] \\
=(1-2 \varepsilon(k)) \lim _{n} \inf P_{\varepsilon(k)}\left(S_{n}>0 \mid \sigma_{(1,1)}>0\right)+\varepsilon(k) \tag{25}
\end{gather*}
$$

so that

$$
\begin{gathered}
P_{\varepsilon(k)}\left(S_{n}>0 \mid \sigma_{0}>0\right)-P_{\varepsilon(k)}\left(S_{n}<0 \mid \sigma_{0}>0\right) \\
=(1-2 \varepsilon(k)) \Delta_{n}\left(\Psi_{k}\left(P_{\varepsilon}^{(k)}\right)\right)
\end{gathered}
$$

the $\liminf _{n}$ of the last expression is positive if and only if $\liminf _{n} \Delta_{n}\left(\Psi_{k}\left(P_{\varepsilon}^{(k)}\right)\right)>$ 0 on $T^{\left(r^{k}\right)}$ as $\varepsilon(k)<1 / 2$. Now, observe that $\liminf _{n} \Delta_{n}\left(P_{\varepsilon}^{(k)}\right)>0$ implies $\liminf _{m k} \Delta_{m k}\left(P_{\varepsilon}^{(k)}\right)>0$, that is $\liminf _{n} \Delta_{n}\left(\Psi_{k}\left(P_{\varepsilon}^{(k)}\right)\right)>0$ on $\Psi_{k}\left(\{-1,1\}^{T(r)}\right)$.

To show the reverse implication, notice that for every level $n$ of $T^{\left(r^{k}\right)}$ not of the form $n=m k$ we have

$$
\begin{equation*}
\Delta_{n}\left(P_{\varepsilon}^{(k)}\right)=\Delta_{n-1}\left(P_{\varepsilon}^{(k)}\right)\left(P_{\varepsilon}^{(k)}\left(S_{n}>0 \mid S_{n-1}>0\right)-P_{\varepsilon}^{(k)}\left(S_{n}<0 \mid S_{n-1}>0\right)\right) \tag{27}
\end{equation*}
$$

where if $n-1=m k$ then $S_{n-1}=\sum_{v \in T_{n-1}^{(r)}}\left(\Phi_{k}(\sigma)\right)_{v}$. In all cases, the event $D=\left\{S_{n-1}>0\right\}$ is such that $\hat{\sigma} \in D$ satisfies $\sum_{v \in T_{n-1}^{(r)}} \hat{\sigma}_{v}>0$; this implies $P_{\varepsilon}^{(k)}\left(S_{n}>0 \mid S_{n-1}>0\right)>P_{\varepsilon}^{(k)}\left(S_{n}<0 \mid S_{n-1}>0\right)$ by part ii) of Lemma 2.2 applied to $P_{\varepsilon}^{(k)}$, since, by (??), the conditional probabilities coincide with those of $P_{\varepsilon}$.

Therefore, computing $\Delta_{n}\left(P_{\varepsilon}^{(k)}\right)$ by finite iteration from the maximum level $m k<n, \liminf _{m k} \Delta_{m k}\left(P_{\varepsilon}^{(k)}\right)>0$ implies $\liminf _{n} \Delta_{n}\left(P_{\varepsilon}^{(k)}\right)>0$.

Our next aim is to show that $\varepsilon_{c, r}(k)>\bar{\varepsilon}_{c, r}$, which is to say $p_{c, r}(k)<\bar{p}_{c, r}$, where $\bar{\varepsilon}_{c, r}$ is the critical distortion rate for majority or maximum likelihood reconstruction on $T^{(r)}$.

In order to do this we introduce another random transformation, the fraction identification transform $\tilde{\Phi}_{k}:\{-1,1\}^{T^{(r)}} \rightarrow\{-1,1\}^{T^{(r)}}$ given by

$$
\begin{equation*}
\tilde{\Phi}_{k}(\sigma)_{v}=\sigma_{\bar{v}} \tag{28}
\end{equation*}
$$

if $v \in T_{m k}^{(r)}$, with $v=\left(m k, s_{1} r^{k}+s_{2}\right), s_{1}=0, \ldots, r^{k(m-1)}-1, s_{2}=1, \ldots, r^{k}$, and $\bar{v}=\left(m k, s_{1} r^{k}+\bar{s}_{2}\right), \bar{s}_{2}=1, \ldots, r^{k}$ uniformly chosen at random. Otherwise

$$
\begin{equation*}
\tilde{\Phi}_{k}(\sigma)_{v}=\sigma_{v} \tag{29}
\end{equation*}
$$

As before, for $\sigma \in \tilde{\Phi}_{k}\left(\{-1,1\}^{T^{(r)}}\right)$, let $\tilde{\Psi}_{k}(\sigma) \in T^{\left(r^{k}\right)}$ be defined by

$$
\begin{equation*}
\tilde{\Psi}_{k}(\sigma)_{v}=\sigma_{\left(m, s_{1} r^{k}\right)} \tag{30}
\end{equation*}
$$

Now, the strict inequality between the self-corrected critical distortion and the original one can be proven. The strict inequality holds for all values of $k$ and $r$ except for the one step correction on binary trees.

Theorem 3.2 If $k>1$ or $k=1, r>2$

$$
\begin{align*}
\varepsilon_{c, r}(k) & >\bar{\varepsilon}_{c, r} ;  \tag{31}\\
\varepsilon_{c, 2}(1) & =\bar{\varepsilon}_{c, 2} \tag{32}
\end{align*}
$$

To prove this fact, we explicitly compute the noise change under the fraction identification. On $\tilde{\Phi}_{k}\left(\{-1,1\}^{T(r)}\right)$ the probability distribution $\tilde{P}_{\varepsilon}(k)$ which implements the fraction transform is defined as $P_{\varepsilon}^{(k)}$ with $\varepsilon(k)$ replaced by $\tilde{\varepsilon}(k)=1-\frac{1}{r^{k}} \sum_{s_{2}^{\prime}=1}^{r^{k}}\left(2 \sigma_{m k, s_{1} r^{k}+s_{2}^{\prime}}-1\right)$. Note that $\Psi_{k}\left(\tilde{P}_{\varepsilon}{ }^{(k)}\right)=P_{\tilde{\varepsilon}(k)}$ on $T^{\left(r^{k}\right)}$. We then have

Lemma 3.3 $\forall \varepsilon, \forall k$

$$
\begin{equation*}
1-2 \tilde{\varepsilon}(k)=(1-2 \varepsilon)^{k} \tag{33}
\end{equation*}
$$

therefore the critical distortion $\tilde{\varepsilon}_{c, r}(k)=\sup \left\{\varepsilon: \liminf _{n} \Delta_{n}\left(\tilde{P}_{\varepsilon}^{(k)}\right)>0\right\}$ equals $\varepsilon_{c, r^{k}}$.

Proof. Denote by $X_{k}$ the number of 1's at level $k$. By definition and linearity of expected values,

$$
\begin{equation*}
\tilde{\varepsilon}_{k}(k)=1-\frac{1}{r^{k}} E_{\varepsilon}\left(X_{k} \mid \sigma_{0}=1\right)=1-P_{\varepsilon}\left(\sigma_{\bar{v}}=1 \mid \sigma_{0}=1\right) \tag{34}
\end{equation*}
$$

for every $\bar{v} \in T_{k}^{(r)}$. The last probability refers to a one-dimensional Markov chain of length $k$ with distortion probability $\varepsilon$, and can be easily computed. Alternatively, (??) can be verified by induction, since by the last equality, $1-$ $2 \tilde{\varepsilon}(1)=1-2 \varepsilon$ and

$$
\begin{equation*}
\tilde{\varepsilon}(k)=\varepsilon(1-\tilde{\varepsilon}(k-1))+(1-\varepsilon) \tilde{\varepsilon}(k-1) \tag{35}
\end{equation*}
$$

so that

$$
\begin{equation*}
1-2 \tilde{\varepsilon}(k)=(1-2 \varepsilon)(1-2 \tilde{\varepsilon}(k-1))=(1-2 \varepsilon)^{k} \tag{36}
\end{equation*}
$$

From [?], $\left(1-2 \varepsilon_{c, r}\right)^{2} r=1$ and since $\Psi_{k}\left(\tilde{P}_{\varepsilon}(k)\right)$ is on $T^{\left(r^{k}\right)}$, on this second tree criticality is identified by $\left(1-2 \varepsilon_{c, r^{k}}\right)^{2} r^{k}=1$ and (??) implies $\left(1-2 \tilde{\varepsilon}_{c, r}(k)\right)^{2} r^{k}=$ $\left(\left(1-2 \varepsilon_{c, r}\right)^{k}\right)^{2} r^{k}=\left(\left(1-2 \varepsilon_{c, r}\right)^{2} r\right)^{k}=1$. So $\tilde{\varepsilon}_{c, r}(k)=\varepsilon_{c, r^{k}}$.

Proof of Theorem 3.2 Introduce

$$
\begin{equation*}
T_{k, r}(\varepsilon)=\frac{1}{r^{k}} \sum_{l=0}^{\frac{r^{k}-1}{2}} l\left(P_{\varepsilon}\left(X_{k}=l \mid \sigma_{0}=0\right)-P_{\varepsilon}\left(X_{k}=l \mid \sigma_{0}=1\right)\right) \tag{37}
\end{equation*}
$$

when $r$ is odd, and

$$
\begin{equation*}
T_{k, r}(\varepsilon)=\frac{1}{r^{k}} \sum_{l=0}^{\frac{r^{k}}{2}-1} l\left(P_{\varepsilon}\left(X_{k}=l \mid \sigma_{0}=0\right)-P_{\varepsilon}\left(X_{k}=l \mid \sigma_{0}=1\right)\right) \tag{38}
\end{equation*}
$$

when $r$ is even. For $r$ odd, we have

$$
\begin{align*}
T_{k, r}(\varepsilon) & =\frac{1}{r^{k}} \sum_{l=\frac{r^{k}+1}{2}}^{r^{k}}\left(r^{k}-l\right) P_{\varepsilon}\left(X_{k}=r^{k}-l \mid \sigma_{0}=0\right)-\frac{1}{r^{k}} \sum_{l=0}^{\frac{r^{k}-1}{2}} l P_{\varepsilon}\left(X_{k}=l \mid \sigma_{0}=1\right) \\
& =\tilde{\varepsilon}(k)-\varepsilon(k) \tag{39}
\end{align*}
$$

and, for $r$ even

$$
\begin{aligned}
T_{k, r}(\varepsilon)= & \frac{1}{r^{k}} \sum_{l=\frac{r^{k}}{2}+1}^{r^{k}}\left(r^{k}-l\right) P_{\varepsilon}\left(X_{k}=r^{k}-l \mid \sigma_{0}=0\right) \\
& -\frac{1}{r^{k}} \sum_{l=0}^{\frac{r^{k}-1}{2}} l P_{\varepsilon}\left(X_{k}=l \mid \sigma_{0}=1\right)+\frac{1}{2} P_{\varepsilon}\left(X_{k}=\frac{r^{k}}{2}\right)-\frac{1}{2} P_{\varepsilon}\left(X_{k}=\frac{r^{k}}{2}\right) \\
= & \tilde{\varepsilon}(k)-\varepsilon(k)
\end{aligned}
$$

By Lemma $3.3 \tilde{\varepsilon}_{c, r}(k)=\bar{\varepsilon}_{c, r^{k}}$ and $T_{1,2}\left(\bar{\varepsilon}_{c, 2}\right)=0$, so it is sufficient to show that $T_{k, r}\left(\bar{\varepsilon}_{c, r}\right)>0$ for the non trivial cases of $k$ and $r$. Theorem 1.4 in [?] shows that $P_{\varepsilon}\left(X_{k}=l \mid \sigma_{0}=0\right) \geq P_{\varepsilon}\left(X_{k}=l \mid \sigma_{0}=1\right)$ if $r^{k}-l>l$. To have strict inequality it is sufficient to show that $P_{\varepsilon}\left(X_{k}=1 \mid \sigma_{0}=0\right)>P_{\varepsilon}\left(X_{k}=1 \mid \sigma_{0}=1\right)$. This will be done by induction in $k$. We focus on the number $i$ of distortions of $\sigma_{0}$ at the first step. The index $i$ runs from 0 to $r$, but it is convenient to group together the $i$-th and the $(r-i)$-th terms. Note that $P_{\varepsilon}\left(X_{1}=i \mid \sigma_{0}=0\right)=\binom{r}{i} \varepsilon^{i}(1-\varepsilon)^{r-i}$. Assuming $\bar{i}=\frac{r+1}{2}$ for $r$ odd and $\bar{i}=\frac{r}{2}+1$ if $r$ is even and $i \geq \bar{i}$, the terms in $T_{k, r}$ can be collected like this

$$
\begin{equation*}
T_{k, r}(\varepsilon)=\sum_{i=\bar{i}}^{r}\binom{r}{i} T_{k, r, i}(\varepsilon) \tag{41}
\end{equation*}
$$

with

$$
\begin{aligned}
T_{k, r, i}(\varepsilon)= & {\left[\varepsilon^{i}(1-\varepsilon)^{r-i}-(1-\varepsilon)^{i} \varepsilon^{r-i}\right] } \\
& \cdot\left[i P_{\varepsilon}\left(X_{k-1}=1 \mid \sigma_{0}=1\right)\left(P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=1\right)\right)^{i-1}\right. \\
& \cdot\left(P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=0\right)\right)^{r-i}+(r-i)\left(P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=1\right)\right)^{i} \\
& \cdot P_{\varepsilon}\left(X_{k-1}=1 \mid \sigma_{0}=0\right)\left(P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=0\right)\right)^{r-i-1} \\
& -i P_{\varepsilon}\left(X_{k-1}=1 \mid \sigma_{0}=0\right)\left(P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=0\right)\right)^{i-1} \\
& \cdot\left(P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=1\right) r^{r-i}-(r-i)\left(P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=0\right)\right)^{i}\right. \\
& \left.\cdot P_{\varepsilon}\left(X_{k-1}=1 \mid \sigma_{0}=1\right)\left(P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=1\right)\right)^{r-i-1}\right]
\end{aligned}
$$

Now, the first factor is negative if $\varepsilon \in(0,1 / 2)$ in particular if $\varepsilon=\bar{\varepsilon}_{c, r}$. We now show that the second factor is negative as well under the hypothesis that the statement is true for $k-1$.

The $(r-i)$ terms of the second addend are greater than or equal to $(r-i) \leq i$ terms taken from the third addend since

$$
\begin{equation*}
P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=0\right) \geq P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=1\right) \tag{43}
\end{equation*}
$$

again by [?]. The remaining $(2 i-r)$ terms from the third addend are strictly less than $(2 i-r) \leq i$ terms taken from the first since

$$
\begin{align*}
& P_{\varepsilon}\left(X_{k-1}=1 \mid \sigma_{0}=0\right) P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=0\right) \\
& \quad>P_{\varepsilon}\left(X_{k-1}=1 \mid \sigma_{0}=1\right) P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=1\right) \tag{44}
\end{align*}
$$

in fact, $P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=0\right) \geq P_{\varepsilon}\left(X_{k-1}=0 \mid \sigma_{0}=1\right)$ follows from [?], and $P_{\varepsilon}\left(X_{k-1}=1 \mid \sigma_{0}=0\right)>P_{\varepsilon}\left(X_{k-1}=1 \mid \sigma_{0}=1\right)$ follows by the induction hypothesis.

Finally, the remaining $(r-i)$ terms in the first addend are greater than or equal to the $(r-i)$ terms in the fourth addend again by [?].

For $r=2$ and $k=2$ the statement is true, as, by direct computation, we have, for some $f(\varepsilon)$,

$$
\begin{align*}
& P_{\varepsilon}\left(X_{2}=1 \mid \sigma_{0}=0\right)-P_{\varepsilon}\left(X_{2}=1 \mid \sigma_{0}=1\right) \\
& \qquad=4(1-\varepsilon)^{5} \varepsilon+2 \varepsilon(1-\varepsilon) f(\varepsilon)+4(1-\varepsilon) \varepsilon^{5}-8(1-\varepsilon)^{3}-2 \varepsilon(1-\varepsilon) f(\varepsilon) \\
& =4 \varepsilon(1-\varepsilon)\left((1-\varepsilon)^{2}+\varepsilon^{2}\right)^{2} \tag{45}
\end{align*}
$$

which is positive for $\varepsilon \in(0,1 / 2)$. For $r>2$ and $k=1$ the statement is true as well in the same domain as $P_{\varepsilon}\left(X_{1}=1 \mid \sigma_{0}=0\right)-P_{\varepsilon}\left(X_{1}=1 \mid \sigma_{0}=1\right)=$ $\varepsilon(1-\varepsilon)^{r-1}>(1-\varepsilon) \varepsilon^{r-1}$.

## 4 Limit of within-descent self-corrected critical distortions

The transmission model we are considering can equivalently be rewritten (see [?]) as an Ising model $\mu_{\beta}$ with inverse temperature $\beta$ such that

$$
\begin{equation*}
\tanh (\beta)=1-2 \varepsilon \tag{46}
\end{equation*}
$$

and

$$
\begin{equation*}
\mu_{\beta, \eta}\left(\sigma_{\left.T_{\rightarrow n}^{(r)}\right)}\right)=\frac{1}{Z} e^{-\beta \sum_{(\leftarrow v, v)} \sigma \leftarrow v \sigma_{v}} \tag{47}
\end{equation*}
$$

where $\mu_{\beta}$ is any weak limit of $\mu_{\beta, \eta}$. In turn, this can be represented as an FK model, see [?]. The usual FK parameter $p^{\prime}=1-e^{2 \beta}$ can then be modified on the tree, to account also for the number of clusters, to $p=\frac{p^{\prime}}{2-p^{\prime}}=\tanh (\beta)=1-2 \varepsilon$. With $H=\{0,1\}^{\mathcal{E}\left(T^{(r)}\right)}$, where $\mathcal{E}\left(T^{(r)}\right)$ are the length 1 edges of $T^{(r)}$ and $\eta \in H$, denoting by $\mathcal{E}\left(T_{\rightarrow n}^{(r)}\right)$ the edges of $T_{\rightarrow n}^{(r)}$, we have

$$
\begin{equation*}
\nu_{p}\left(\eta_{\mathcal{E}\left(T_{\rightarrow n}^{(r)}\right)}\right)=\prod_{\leftarrow v, v \in T_{\rightarrow n}^{(r)}} p^{\eta_{\leftarrow-v, v)}(1-p)^{1-\eta_{(\leftarrow v, v)}} . . . . . ~} \tag{48}
\end{equation*}
$$

Therefore, the FK model is simply an independent Galton-Watson branching process with each descendant generated independently with probability $p$. The relation between $\nu_{p}$ and $\mu_{\beta}$ is the usual (see [?])

$$
\begin{equation*}
\mu_{\beta}\left(\sigma_{\left.T_{\rightarrow n}^{(r)}\right)}\right)=\sum_{\eta_{\mathcal{E}\left(T_{\rightarrow n}^{(r)}\right)} \sim \sigma_{T \rightarrow n}^{(r)}} \nu\left(\eta_{\mathcal{E}\left(T_{\rightarrow n}^{(r)}\right)}\right) \frac{1}{C l\left(\eta_{\mathcal{E}\left(T_{\xrightarrow{(r)})}^{(r)}\right)}\right.} \tag{49}
\end{equation*}
$$

where $\sim$ means that $\sigma$ is compatible with $\eta$, i.e., $\sigma_{\leftarrow v} \sigma_{v} \eta_{(\leftarrow v, v)} \geq 0$, and $C l\left(\eta_{\mathcal{E}\left(T_{\rightarrow n}^{(r)}\right)}\right)$ equals the number of $\sigma$ 's compatible with the given $\eta$, i.e. the number of site clusters determined by 1-edges in $\eta$.

In this section we want to show that $\varepsilon_{c, r}(k) \rightarrow \varepsilon_{c, r}$, i.e. $p_{c, r}(k) \rightarrow p_{c, r}$ and the main results will be

Theorem 4.1 There exist $c_{1}, c_{2}>0$ and a function $\alpha_{k}>0, \lim _{k \rightarrow \infty} \alpha_{k}=0$ such that

$$
\begin{equation*}
\frac{1}{r} \vee \frac{1}{c_{1}^{\frac{1}{2 k}} r} \leq p_{c}(k) \leq \frac{1+\alpha_{k}}{c_{2}^{\frac{1}{2 k}} r} \tag{50}
\end{equation*}
$$

so that it easily follows

## Corollary 4.2

$$
\lim _{k \rightarrow \infty} p_{c}(k)=\frac{1}{r}
$$

The FK representation is thus a process in which each edge $e \in \mathcal{E}\left(T^{(r)}\right)$ is open, i.e. $\eta_{e}=1$, independently of all other edges, with probability $p$. The open edges are then just the (randomly selected) error fre edges in the transmission, in the sense that, given the configuration of the edges, the signal is generated by:
i) fixing the signal $\sigma_{0}$ at the origin;
ii) having the signal transmitted error free through the open edges;
iii) having the signal chosen at random with equal probability through the closed edges.

Seen globally, the set of vertices of $T^{(r)}$ falls apart into maximal connected components connected by open edges, and such components are called clusters. The cluster containing a vertex $v$ is indicated by $C(v)$. Notice that $C(0)$ describes the descendants of a Galton-Watson process with offspring distribution Bernoulli of parameters $r$ and $p$. The configuration of FK edges can also be described by some $\eta \in\{0,1\}^{\mathcal{E}\left(T^{(r)}\right)}$.

As before, let $T_{n}^{(r)}$ be the vertices in the $n$-th generation of the tree. The vertices of $T_{n}^{(r)}$ also fall apart into "clusters" connected, via the entire tree, by open edges (these "clusters" are just the intersection of the clusters of $T^{(r)}$ with $\left.T_{n}^{(r)}\right)$. Given a configuration $\eta \in\{0,1\}^{\mathcal{E}\left(T^{(r)}\right)}$ of open, i.e. value 1 , FK edges, let $Z_{i}=Z_{i}(\eta), i=1, \ldots, m_{n}=m_{n}(\eta)$, be the clusters of $T_{n}^{(r)}$ in $\eta, 1 \leq m_{n} \leq r^{n}$, and let $z_{i}=\left|Z_{i}\right|$.

Notice that $\Psi_{k}\left(\Phi_{k}(\sigma)\right)$ is a configuration of $T^{\left(r^{k}\right)}$ and that on such tree there is reconstruction if the FK density $p(k)=p_{r^{k}}$ is such that $p_{r^{k}}^{2} r^{k}>1$ (see [?]).

On the other hand, by our construction, $p_{r^{k}}=1-2 P\left(S_{k}>0 \mid \sigma_{0}=1\right)$, so we need a lower bound for this expression. Such lower bound is achieved by estimating the size of $C(0) \cap T_{k}^{(r)}$, which is the set carrying information, and the value of $\sum_{i=1}^{m_{k}} Z_{i}^{\prime}$, where $Z_{i}^{\prime}$ are independent symmetric random variables taking values in $\left\{-z_{i}, z_{i}\right\}$, i.e. distributed as the $Z_{i}$ 's. This last sum can be estimated via the normal approximation using Berry-Essen estimates of the error. This, however, involves second and third moments of $Z_{i}$, and we need to develop a somewhat elaborate bound on these moments since simple ones based on the maximum size of $Z_{i}$ are not sufficient.

Such bounds on the sums of moments of $Z_{i}$ 's are determined in Theorems 4.2 and 4.3 below, as follows. First, notice that in creating the $k$-th generation roughly $(1-p) r^{k-1}$ vertices are isolated, thus giving rise to the same number of $Z_{i}$ 's taking values in $\{-1,1\}$. Therefore, $\sum_{i=1}^{m_{k}} z_{i}^{2} \geq c r^{k}$ for some $c>0$ and our first two estimates show that this bound is nearly optimal. On the other hand, the largest cluster is of size roughly $(p r)^{k}$, so that $z_{i}^{3} \simeq(p r)^{3 k}=\left(p^{2} r\right)^{k}\left(p r^{2}\right)^{k} \leq$ $(1-c)^{k}\left(p r^{2}\right)^{k}$ if $p^{2} r<1$. Our last estimate shows that also this bound is nearly optimal. Note that this estimate cannot hold if $p^{2} r \geq 1$, so that it provides no information about the reconstruction regime of the original tree.

We first need a large deviation result for the size of the set of vertices $R_{n}=$ $C(0) \cap T_{n}^{(r)}$, i.e. for the survival set of the Galton-Watson process in the $n$ - th generation. Let $P_{p}=P_{\varepsilon}$ for $p=1-2 \varepsilon$.

Lemma 4.3 Let $\gamma=\operatorname{logr} / \log (p r)>1$ and $\gamma^{*}$ such that $1 / \gamma+1 / \gamma^{*}=1$ and let $W=\lim _{n \rightarrow \infty} \frac{\left|R_{n}\right|}{(p r)^{n}}$ (see /?]). Indicating by $P$ the distribution of $W$ and by $E$ the expected value with respect to $P$, if $p r>1$ then there exist $M, c_{1}, c_{2}, c_{3}>0$ such that if $\varepsilon>0$ is such that $(1+\varepsilon)^{\gamma^{*}}<(p r)^{1 / 3}$ and $l \in \mathbb{N}$ is such that
$\frac{((1+\varepsilon) / 2)^{\gamma}}{\gamma^{*}(\gamma \tau)^{1 /(\gamma-1)}} \leq c_{1}(p r)^{1 / 3}$ and $(1+\varepsilon)^{l} / 2>M \vee 1$ with $\tau=\max _{x<p r} H(x)<\infty$ and $H(x)=x^{-\gamma} \log \left(B_{r} \cdot \Phi(x)\right), \Phi(s)=E\left(e^{s W}\right)$ and $B_{r}$ the Bottcher's function (see /?J), then

$$
\begin{equation*}
P_{p}\left(\left|R_{l}\right| \geq(1+\varepsilon)^{l} p^{l} r^{l}\right) \leq c_{2} e^{c_{3}(1+\varepsilon)^{\gamma^{*} l}} \tag{51}
\end{equation*}
$$

for all $l \in \mathbb{N}$.
Proof. By large deviation properties of $W$, there exists $M>0$ such that for all $x>M$

$$
\begin{equation*}
P(W \geq x) \leq \exp \left(\frac{x^{\gamma^{*}}}{\gamma^{*}(\gamma \tau)^{1 /(\gamma-1)}}\right) \tag{52}
\end{equation*}
$$

for all $x$. Also, there exist $c_{4}, c_{5}>0$ such that

$$
\begin{equation*}
P\left(\left|\frac{\left|R_{n}\right|}{(p r)^{n}}-W\right| \geq 1\right) \leq c_{4} e^{c_{5}(p r)^{n / 3}} \tag{53}
\end{equation*}
$$

for all $n$, see [?], Theorem 5; the conditions of that result are easily met by considering a process with the offspring of $R_{n}$ plus one additional offspring in each vertex. Therefore, under the current assumptions, for some $c_{2} \geq c_{4}+1$ and all $l \in \mathbb{N}$

$$
\begin{aligned}
P\left(\left|R_{n}\right| \geq(1+\varepsilon)^{l} p^{l} r^{l}\right) & \leq P\left(\left|\frac{\left|R_{n}\right|}{(p r)^{n}}-W\right| \geq 1\right)+P\left(W \geq(1+\varepsilon)^{l} / 2\right) \\
& \leq c_{4} e^{c_{5}(p r)^{l / 3}}+\exp \left(\frac{\left((1+\varepsilon)^{l} / 2\right)^{\gamma^{*}}}{\gamma^{*}(\gamma \tau)^{1 /(\gamma-1)}}\right) \\
& \leq c_{2} e^{c_{3}(1+\varepsilon)^{\gamma^{*} l}}
\end{aligned}
$$

if $c_{3}=\frac{1}{\gamma^{*}\left(2 \gamma^{*} \gamma \tau\right)^{1 /(\gamma-1)}}$.
Theorem $4.4 \forall p$ and $r$ with $P_{p}$-probability one there exists a constant $c_{7}=$ $c_{7}(\eta)>0$ such that

$$
\begin{equation*}
\sum_{i=1}^{m_{k}} z_{i}^{2} \geq c_{7} r^{k} \tag{55}
\end{equation*}
$$

for all $k$ larger than some $\bar{k}_{7}(\eta)$.
Proof. $\quad \sum_{i=1}^{m_{k}} z_{i}^{2} \geq \sum_{C: C \cap T_{k}^{(r)} \neq \emptyset,|C|=1}|C|^{2}=\left|\left\{C \subseteq T_{k}^{(r)}:|C|=1\right\}\right|=: I_{k}$. For every $b=(\leftarrow v, v), \leftarrow v \in T_{k-1}^{(r)}, \eta_{b}$ is independently chosen to be 0 with probability $1-p$, and in such a case $C(v)=\{v\}$. So, by large deviations
estimates for $r^{k}$ i.i.d. binary random variables, if $c_{7}=\frac{1-p}{2}, P\left(I_{k} \leq c_{7} r^{k}\right) \leq$ $e^{-c_{3} \frac{(1-p)}{2} r^{k}}$ for some $c_{3}>0$ (see, for instance [?])

Therefore, $\sum_{k=1}^{\infty} P_{p}\left(\eta: I_{k} \leq c_{7} r^{k}\right) \leq \sum_{k=1}^{\infty} e^{-c_{3} \frac{(1-p)}{2} r^{k}}<\infty$ and by BorelCantelli the statement holds with $P_{p}$-probability 1 for large $k$ with $c_{7}=\frac{1-p}{2}$.

Theorem 4.5 Suppose $p^{2} r<1$ and $p r>1$. For every $\alpha>0$ there exist $c_{8}=c_{8}(\alpha)>0$ and, with $P_{p}$-probability one, a finite $\bar{k}_{8}(\eta)>0$ such that

$$
\begin{equation*}
\sum_{i=1}^{m_{k}(\eta)} z_{i}^{2}(\eta) \leq c_{8}(1+\alpha)^{k} r^{k} \tag{56}
\end{equation*}
$$

for all $k \geq \bar{k}_{8}(\eta)$.
Proof. Let $\gamma=\frac{\log r}{\log (p r)}>1$ and $\gamma^{*}$ such that $\frac{1}{\gamma}+\frac{1}{\gamma^{*}}=1$ and take $\varepsilon_{1}$ such that $\left(1+\varepsilon_{1}\right)^{\gamma^{*}} \leq(p r)^{1 / 3}$ and $\left(1+\varepsilon_{1}\right)^{4} p^{2} r<1$. By Lemma 4.1, if $n \in \mathbb{N}$ and $V=V(n) \subseteq T^{(r)}$ is some set of vertices, then, since $\left(1+\varepsilon_{1}\right)^{\gamma^{*}} \leq(p r)^{1 / 3}$ we have

$$
\begin{align*}
P_{p}\left(A_{V}(n)\right) & =P_{p}\left(\exists v \in V(n):\left|C(v) \cap T_{n}^{(r)}\right| \geq\left(1+\varepsilon_{1}\right)^{n-|v|}(p r)^{n-|v|}\right) \\
& \leq \sum_{v \in V(n)} c_{5} e^{-c_{4}\left(1+\varepsilon_{1}\right)^{\gamma^{*}(n-|v|)}} \tag{57}
\end{align*}
$$

Recursively define $V_{j}$ and $d_{j}$ as follows:

$$
\begin{align*}
V_{1}=V_{1}(n)= & \left\{v \in T^{(r)}:|v| \leq d_{1} n=n \frac{\log \left(\left(1+\varepsilon_{1}\right)^{4} p^{2} r\right)^{-1}}{\log r}\right\} \\
V_{j}=V_{j}(n)= & \left\{v \in T^{(r)}, v \notin \bigcup_{j^{\prime}=1}^{j-1} V_{j^{\prime}}\right. \\
& \left.:|v| \leq d_{j} n=n \frac{\log \left(\left(1+\varepsilon_{1}\right)^{4\left(1-d_{j-1}\right)} p^{2\left(1-d_{j-1}\right)} r^{\left.1-2 d_{j-1}\right)^{-1}}\right.}{\log r}\right\} \tag{58}
\end{align*}
$$

we then have

$$
\begin{aligned}
r^{d_{1} n} & =\frac{1}{\left(\left(1+\varepsilon_{1}\right)^{4} p^{2} r\right)^{n}} \\
r^{d_{j} n} & =\frac{1}{\left(\left(1+\varepsilon_{1}\right)^{4\left(1-d_{j-1}\right)} p^{2\left(1-d_{j-1}\right)} r^{1-2 d_{j-1}}\right)^{n}}
\end{aligned}
$$

$$
\begin{align*}
P_{p}\left(A_{V_{1}}(n)\right) \leq & \left(\left(1+\varepsilon_{1}\right)^{4} p^{2} r\right)^{-n} c_{5} e^{-\left(\frac{1}{2}\right)^{\gamma^{*}}\left(1+\varepsilon_{1}\right)^{\gamma^{*} n\left(1-d_{1}\right)}} \\
P_{p}\left(A_{V_{j}}(n)\right) \leq & \left(\left(1+\varepsilon_{1}\right)^{4\left(1-d_{j-1}\right)} p^{2\left(1-d_{j-1}\right)} r^{\left(1-2 d_{j-1}\right)}\right)^{-n} \\
& \cdot c_{5} e^{-\left(\frac{1}{2}\right)^{\gamma^{*}}\left(1+\varepsilon_{1}\right)^{\gamma^{*} n\left(1-d_{j}\right)}} \tag{60}
\end{align*}
$$

On $A_{V_{j}}(n)^{c}$ we have

$$
\begin{align*}
\sum_{v \in V_{j}}\left|C(v) \cap T_{n}^{(r)}\right|^{2} & \leq r^{d_{j} n}\left(\left(1+\varepsilon_{1}\right) p r\right)^{2 n\left(1-d_{j-1}\right)} \\
& \leq\left(1+\varepsilon_{1}\right)^{-2 n\left(1-d_{j-1}\right)} r^{n} \tag{61}
\end{align*}
$$

Note that for $j=2,3, \ldots$

$$
\begin{equation*}
d_{j}=\left(1-d_{j-1}\right) \frac{\log \left(1+\varepsilon_{1}\right)^{4} p^{2} r}{\log r}+d_{j-1}=\left(1-d_{j-1}\right) d_{1}+d_{j-1} \tag{62}
\end{equation*}
$$

and that $d_{1} \in(0,1)$ since $\left(1+\varepsilon_{1}\right)^{4} p^{2} r<1$, so that $\lim _{j \rightarrow \infty} d_{j}=1$.
On the other hand, for the given $\alpha>0$ let $\rho_{1}$ be such that $r^{\rho_{1}}<1+\alpha$; then, if for any cluster $C$ we let $\operatorname{Base}(C)=\min \left\{k: C \cap T_{k}^{(r)} \neq \emptyset\right\}$, we have

$$
\left.\begin{array}{rl}
\sum_{C: B a s e}(C) \geq\left(1-\rho_{1}\right) n \\
& \left|C \cap T_{n}^{(r)}\right|^{2}
\end{array}\right) \sum_{C}\left|C \cap T_{n}^{(r)}\right|_{C: B a s e(C) \geq\left(1-\rho_{1}\right) n}\left|C \cap T_{n}^{(r)}\right|
$$

Next, take $J_{1} \in \mathbb{N}$ such that $d_{J_{1}} \geq\left(1-\rho_{1}\right)$. Then

$$
\begin{align*}
\sum_{n=1}^{\infty} \sum_{j=1}^{J_{1}} P_{p}\left(A_{V_{j}}(n)\right) \leq & \sum_{j=1}^{J_{1}} \sum_{n=1}^{\infty}\left(\left(1+\varepsilon_{1}\right)^{4\left(1-d_{j-1}\right)} p^{2\left(1-d_{j-1}\right)} r^{\left(1-2 d_{j-1}\right)}\right)^{-n} \\
& \cdot c_{5} e^{-c_{6}\left(1+\varepsilon_{1}\right)^{\gamma^{*} n\left(1-d_{j}\right)}}<+\infty \tag{64}
\end{align*}
$$

since for each $j$ the series is of the form $A^{n} e^{-B^{n}}$, with $A>1$ and $B>0$, thus convergent. This implies that, by Borel-Cantelli, $A_{V_{1}}(n) \cup A_{V_{2}}(n) \cup \ldots \cup A_{V_{J_{1}},}(n)$
occurs only for a finite number of $n$ 's with probability one. Thus, for almost all $\eta$ there exists $\bar{k}_{8}(\eta)$ such that for all $k>\bar{k}_{8}(\eta), \bigcap_{j=1}^{J_{1}} A_{V_{j}}(k)^{c}$ occurs and this implies

$$
\begin{align*}
\sum_{i=1}^{m_{k}(\eta)} z_{i}^{2} & =\sum_{C}\left|C \cap T_{k}^{(r)}\right|^{2} \\
& \leq \sum_{C: \operatorname{Base}(C) \geq\left(1-\rho_{1}\right) k}\left|C \cap T_{k}^{(r)}\right|^{2}+\sum_{j=1}^{J_{1}} \sum_{C: \operatorname{Base}(C) \in V_{j}}\left|C(v) \cap T_{k}^{(r)}\right|^{2} \\
& \leq(1+\alpha)^{k} r^{k}+\left(1+\varepsilon_{1}\right)^{-2 k\left(1-d_{J_{1}}\right)} r^{k} J_{1} \\
& \leq c_{8}(1+\alpha)^{k} r^{k} \tag{65}
\end{align*}
$$

for a suitable $c_{8}=c_{8}\left(J_{1}\right)$.
Theorem 4.6 If $p^{2} r<1$ and $p r>1$, then there exist $\bar{\alpha}^{\prime}>0, c_{9}>0$ and, with $P_{p}$-probability one, a finite $\bar{k}_{9}(\eta)>0$ such that for every $\alpha^{\prime}<\bar{\alpha}^{\prime}$

$$
\begin{equation*}
\sum_{i=1}^{m_{k}(\eta)} z_{i}^{3} \leq c_{9}\left(1-\alpha^{\prime}\right)^{k}\left(p r^{2}\right)^{k} \tag{66}
\end{equation*}
$$

for all $k \geq \bar{k}_{39}(\eta)$.
Proof. We proceed as in the proof of Theorem 4.2 by taking $\varepsilon_{1}, V_{j}, A_{V_{j}}(n)$. On $A_{V_{j}}(n)^{c}$ we now have

$$
\begin{align*}
\sum_{v \in V_{j}}\left|C(v) \cap T_{n}^{(r)}\right|^{3} & \leq r^{d_{j} n}\left(\left(1+\varepsilon_{1}\right) p r\right)^{3 n\left(1-d_{j-1}\right)} \\
& \leq\left(1+\varepsilon_{1}\right)^{-n\left(1-d_{j-1}\right)} p^{n\left(1-d_{j-1}\right)} r^{\left(2-d_{j-1}\right) n} \\
& \leq \frac{1}{\left(\left(1+\varepsilon_{1}\right)^{1-d_{j-1}}(p r)^{d_{j-1}}\right)^{n}}\left(p r^{2}\right)^{n} \tag{67}
\end{align*}
$$

with $d_{j}$ 's defined as above.
Now, take $\rho_{2}>0$ such that $\rho_{2}<\frac{\log (p r)}{4 \log r}$. Then

$$
\begin{aligned}
\sum_{C: B a s e(C) \geq\left(1-\rho_{2}\right) n}\left|C \cap T_{n}^{(r)}\right|^{3} & \leq \sum_{C}\left|C \cap T_{n}^{(r)}\right| \max _{C: \text { Base }(C) \geq\left(1-\rho_{2}\right) n}\left|C \cap T_{n}^{(r)}\right|^{2} \\
& \leq r^{n} r^{2 \rho_{2} n} \\
& \leq r^{n}(p r)^{n}(p r)^{-n / 2} \\
& \leq\left(1-\alpha^{\prime}\right)^{n}\left(p r^{2}\right)^{n}
\end{aligned}
$$

provided that $1-\alpha^{\prime} \geq \frac{1}{\sqrt{p r}}$.
Next, take $J_{2} \in \mathbb{N}$ such that $d_{J_{2}} \geq 1-\rho_{2}$ and note that the Borel-Cantelli Lemma applies as above. Take $\alpha^{\prime}$ also satisfying $1-\alpha^{\prime} \geq\left(1+\varepsilon_{1}\right)^{-\left(1-d_{J_{2}}\right)}$. Then, for $k \geq \bar{k}_{9}(\eta)$,

$$
\begin{align*}
\sum_{i=1}^{m_{k}(\eta)} z_{i}^{3} & =\sum_{C}\left|C \cap T_{k}^{(r)}\right|^{3} \\
& \leq \sum_{C: B a s e(C) \geq\left(1-\rho_{2}\right) k}\left|C \cap T_{k}^{(r)}\right|^{3}+\sum_{j=1}^{J_{2}} \sum_{C: \text { Base }(C) \in V_{j}}\left|C(v) \cap T_{k}^{(r)}\right|^{3} \\
& \leq\left(1-\alpha^{\prime}\right)^{k}\left(p r^{2}\right)^{k}+\frac{1}{\left(1+\varepsilon_{1}\right)^{\left(1-d_{J_{2}}\right) k}}\left(p r^{2}\right)^{k} \\
& \leq c_{9}\left(1-\alpha^{\prime}\right)^{k}\left(p r^{2}\right)^{k} . \tag{69}
\end{align*}
$$

The next result gives the inequality for critical points $p_{c}(k)$.
For the lower bound we need
Lemma 4.8 If $Z_{i}$ 's, $i=1, \ldots, m$, are independent random variables each taking value in some $\{-l, l\}, l \in \mathbb{N}$ such that $Z_{i} \in\{-1,1\}$ for all $i=1, \ldots, I$ then for every $\alpha>0$ and $m \geq I>0$ we have

$$
\begin{equation*}
P\left(\sum_{i=1}^{m} Z_{i} \in[-\alpha, \alpha]\right) \leq P\left(\sum_{i=1}^{I} Z_{i} \in[-\alpha, \alpha]\right) \tag{70}
\end{equation*}
$$

Proof. Since $p_{k}=P\left(\sum_{i=1}^{I} Z_{i}=k\right)=\binom{I}{(I+k) / 2} 2^{-I}, p_{k}$ increases up to $I / 2$ and decreases afterwards; then, letting $S_{k}=\sum_{i=1}^{k} Z_{i}$, we have

$$
\begin{align*}
P\left(S_{m} \in[-\alpha, \alpha]\right)= & P\left(S_{I} \in[-\alpha, \alpha], S_{m} \in[-\alpha, \alpha]\right) \\
& +P\left(S_{I} \notin[-\alpha, \alpha], S_{m} \in[-\alpha, \alpha]\right) \\
= & P\left(S_{I} \in[-\alpha, \alpha], S_{m} \in[-\alpha, \alpha]\right) \\
& +\sum_{t \notin[-\alpha, \alpha] l \in[-\alpha-t, \alpha-t]} \sum_{m} P\left(S_{I}=t, S_{m-I}=l\right) \\
\leq & P\left(S_{I} \in[-\alpha, \alpha], S_{m} \in[-\alpha, \alpha]\right)  \tag{71}\\
& +\sum_{t \notin[-\alpha, \alpha] l \in[-\alpha-t, \alpha-t]} \sum_{I} P\left(S_{I}=t+l, S_{m-I}=-l\right) \\
= & P\left(S_{I} \in[-\alpha, \alpha], S_{m} \in[-\alpha, \alpha]\right) \\
& +P\left(S_{I} \in[-\alpha, \alpha], S_{m} \notin[-\alpha, \alpha]\right) \\
= & P\left(S_{I} \in[-\alpha, \alpha]\right)
\end{align*}
$$

For the upper bound we need an estimate for the error rate $\varepsilon(k)$ at distance $k$, i.e. the value defined by

$$
\begin{equation*}
1-\varepsilon(k)=P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}>0 \mid \sigma_{0}=1\right)+\frac{1}{2} P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}=0 \mid \sigma_{0}=1\right) \tag{72}
\end{equation*}
$$

Lemma 4.7 If $p^{2} r<1$ and $p r>1$ then there exists $c_{10}>0$ such that for every $\alpha>0$ with probability one there exists $\bar{k}_{11}$ finite such that for all $k>\bar{k}_{10}$

$$
\begin{equation*}
1-\varepsilon(k) \geq \frac{1}{2}+\frac{1}{2} c_{10} \frac{(p \sqrt{r})^{k}}{(1+\alpha)^{k / 2}} \tag{73}
\end{equation*}
$$

Proof. We have

$$
P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}>0 \mid \sigma_{0}=1\right)+\frac{1}{2} P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}=0 \mid \sigma_{0}=1\right)
$$

$$
\begin{gather*}
=\left[P _ { p } \left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}>0\left|\sigma_{0}=1,\left|R_{k}\right|<\frac{(p r)^{k}}{2}\right)\right.\right.  \tag{74}\\
+\frac{1}{2} P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}=0\left|\sigma_{0}=1,\left|R_{k}\right|<\frac{(p r)^{k}}{2}\right)\right] \cdot P_{p}\left(\left.\left|R_{k}\right|<\frac{(p r)^{k}}{2} \right\rvert\, \sigma_{0}=1\right) \\
+ \\
+\left[P _ { p } \left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}>0\left|\sigma_{0}=1,\left|R_{k}\right| \geq \frac{(p r)^{k}}{2}\right)\right.\right. \\
+\frac{1}{2} P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}=0\left|\sigma_{0}=1,\left|R_{k}\right| \geq \frac{(p r)^{k}}{2}\right)\right] \cdot P_{p}\left(\left.\left|R_{k}\right| \geq \frac{(p r)^{k}}{2} \right\rvert\, \sigma_{0}=1\right)
\end{gather*}
$$

Notice that for each $\eta \in\{-1,1\}^{\mathcal{E}\left(T^{(r)}\right)}, \sum_{v \in T_{k}^{(r)}} \sigma_{v}=\sum_{i=1}^{m_{k}(\eta)} Z_{i}+\left|R_{k}\right|$, with $Z_{i}$ symmetric random variables. Therefore,

$$
\begin{align*}
& P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}>0\left|\sigma_{0}=1,\left|R_{k}\right|<\frac{(p r)^{k}}{2}\right)+\frac{1}{2} P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}=0\left|\sigma_{0}=1,\left|R_{k}\right|<\frac{(p r)^{k}}{2}\right)\right.\right. \\
& \geq \sum_{\substack{\eta \in\{-1,1\}^{\mathcal{E}}\left(T^{(r)}\right)}}\left[P_{p}\left(\sum_{i=1}^{m_{k}(\eta)} Z_{i}>0 \mid \eta\right)+\frac{1}{2} P_{p}\left(\sum_{i=1}^{m_{k}(\eta)} Z_{i}=0 \mid \eta\right)\right] P_{p}(\eta) \geq \frac{1}{2} .
\end{align*}
$$

For the second part of (??) we use that

$$
\begin{align*}
& P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}>0\left|\sigma_{0}=1,\left|R_{k}\right| \geq \frac{(p r)^{k}}{2}\right)+\frac{1}{2} P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}=0\left|\sigma_{0}=1,\left|R_{k}\right| \geq \frac{(p r)^{k}}{2}\right)\right.\right. \\
& \quad \geq \sum_{\eta:\left|R_{k}(\eta)\right| \geq \frac{(p r)^{k}}{2}}\left[P_{p}\left(\sum_{i=1}^{m_{k}(\eta)} Z_{i}>0 \mid \eta\right)+\frac{1}{2} P_{P}\left(\sum_{i=1}^{m_{k}(\eta)} Z_{i}=0 \mid \eta\right)\right. \\
& \left.\quad+P_{p}\left(\left.\sum_{i=1}^{m_{k}(\eta)} Z_{i} \in\left(-\frac{(p r)^{k}}{2}, 0\right] \right\rvert\, \eta\right)\right] \frac{P_{p}(\eta)}{P_{p}\left(\left|R_{k}\right| \geq \frac{(p r)^{k}}{2}\right)} \\
& \quad \geq \frac{1}{2}+\frac{1}{2} \sum_{\eta:\left|R_{k}(\eta)\right| \geq \frac{(p r)^{k}}{2}} P_{p}\left(\left.\left|\sum_{i=1}^{m_{k}(\eta)} Z_{i}\right|<\frac{(p r)^{k}}{2} \right\rvert\, \eta\right) \frac{P_{p}(\eta)}{P_{p}\left(\left|R_{k}\right| \geq \frac{(p r)^{k}}{2}\right)} \tag{76}
\end{align*}
$$

Then

$$
\begin{align*}
& P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}>0 \mid \sigma_{0}=1\right)+\frac{1}{2} P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}=0 \mid \sigma_{0}=1\right) \\
\geq & \frac{1}{2}+\frac{1}{2} \sum_{\eta:\left|R_{k}(\eta)\right| \geq \frac{(p r)^{k}}{2}} P_{p}\left(\left.\left|\sum_{i=1}^{m_{k}(\eta)} Z_{i}\right| \leq \frac{(p r)^{k}}{2} \right\rvert\, \eta\right) P_{p}(\eta) \tag{77}
\end{align*}
$$

Since the random variable $W$ defined in Lemma 4.1 is absolutely continuous and $E(W)=1$ (see [?]), then $P\left(W \geq \frac{1}{2}\right)>0$. Moreover, $\frac{\left|R_{k}\right|}{(p r)^{k}}$ converges in distribution to $W$, so there exists a non random $\bar{k}_{1}$ such that for all $k \geq \bar{k}_{1}$

$$
\begin{equation*}
P_{p}\left(\frac{\left|R_{k}\right|}{(p r)^{k}} \geq \frac{1}{2}\right) \geq \frac{1}{2} P\left(W \geq \frac{1}{2}\right)>0 . \tag{78}
\end{equation*}
$$

We then want to estimate $P_{p}\left(\left.\left|\sum_{i=1}^{m_{k}(\eta)} Z_{i}\right| \leq \frac{(p r)^{k}}{2} \right\rvert\, \eta\right)$ via the Gaussian approximation using the Berry-Essen estimates of the error. To this extent, we will use the results in Theorems 4.2, 4.3 and 4.4 with $\alpha$ of Theorem 4.3 such that $(1+\alpha)^{-1 / 2}>1-\alpha^{\prime}$, with $\alpha^{\prime}<\bar{\alpha}^{\prime}$ and $\bar{\alpha}^{\prime}$ determined as in Theorem 4.4. Such results hold with $P_{p}$-probability one for almost all $\eta$ 's, and thus it is possible to find a non random $\bar{k}_{2}$ such that $P_{p}\left(\eta: \bar{k}_{2} \geq \max \left(\bar{k}_{7}(\eta), \bar{k}_{8}(\eta), \bar{k}_{9}(\eta)\right)>1-\frac{1}{4} P(W \geq\right.$ $\left.\frac{1}{2}\right)$. Let $\bar{k}_{3}$ such that $\left(\frac{p^{2} r}{1+\alpha}\right)^{k} \frac{1}{4 c_{8}(\alpha)}<-\log \frac{1}{2}$ and $\frac{1}{\sqrt{c_{8}}(1+\alpha)^{k}} \geq 2 \frac{c_{9}}{c_{7}^{3 / 2}}\left(1-\alpha^{\prime}\right)^{k}$, for $k>\bar{k}_{3}$.

If we define the non random constant

$$
\begin{equation*}
\bar{k}_{10}=\max \left(\bar{k}_{1}, \bar{k}_{2}, \bar{k}_{3}\right) \tag{79}
\end{equation*}
$$

and

$$
\begin{gather*}
M_{k}=\left\{\eta \in\{-1,1\}^{\mathcal{E}\left(T^{(r)}\right)} \left\lvert\, \frac{\left|R_{k}(\eta)\right|}{(p r)^{k}} \geq \frac{1}{2}\right., c_{7} r^{k} \leq \sum_{i=1}^{m_{k}(\eta)} Z_{i}^{2}(\eta) \leq c_{8}(1+\alpha)^{k} r^{k}\right. \\
\left.\sum_{i=1}^{m_{k}(\eta)}\left|Z_{i}^{3}(\eta)\right| \leq c_{9}\left(1-\alpha^{\prime}\right)^{k}\left(p r^{2}\right)^{k}\right\} \tag{80}
\end{gather*}
$$

then, for $k \geq \bar{k}_{11}$

$$
\begin{equation*}
P_{p}\left(M_{k}\right) \geq \frac{1}{4} P\left(W \geq \frac{1}{2}\right)>0 . \tag{81}
\end{equation*}
$$

From (??) we then get

$$
\begin{align*}
& P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}>0 \mid \sigma_{0}=1\right)+\frac{1}{2} P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}=0 \mid \sigma_{0}=1\right) \\
& \quad \geq \frac{1}{2}+\frac{1}{2} \sum_{\eta \in M_{k}} P_{p}\left(\left.\left|\sum_{i=1}^{m_{k}(\eta)} Z_{i}\right| \leq \frac{(p r)^{k}}{2} \right\rvert\, \eta\right) P_{p}(\eta) \tag{82}
\end{align*}
$$

which we now estimate using the Gaussian approximation. Given $\eta$, the $Z_{i}^{\prime}$ 's are independent random variables, so we can substitute them with the equally distributed $Z_{i}^{\prime}$ 's. The Berry-Essen Theorem gives

$$
\begin{align*}
P\left(\sum_{i=1}^{m_{k}(\eta)} Z_{i}^{\prime} \in\left[-\frac{(p r)^{k}}{2}, \frac{(p r)^{k}}{2}\right]\right) & =P\left(\sum_{i=1}^{m_{k}(\eta)} \frac{Z_{i}}{\sqrt{V_{k}}} \in\left[\frac{-\frac{(p r)^{k}}{2}}{\sqrt{V_{k}}}, \frac{\frac{(p r)^{k}}{2}}{\sqrt{V_{k}}}\right]\right) \\
& =\int_{-\frac{(p r)^{2}}{\sqrt{V_{k}}}}^{\frac{\frac{\left(p r r^{k}\right.}{\sqrt{V_{k}}}}{\sqrt{2 \pi}}} \frac{1}{\sqrt{-x^{2} / 2} d x+E_{k}} \tag{83}
\end{align*}
$$

with $\left|E_{k}\right| \leq \frac{s_{k}}{V_{k}^{3 / 2}}$, where $V_{k}=\sum_{i=1}^{m_{k}(\eta)} \operatorname{Var}\left(Z_{i}\right)=\sum_{i=1}^{m_{k}(\eta)} z_{i}^{2}$ and $s_{k}=\sum_{i=1}^{m_{k}(\eta)} E\left(\left|z_{i}\right|^{3}\right)=$ $\sum_{i=1}^{m_{k}} z_{i}^{3}$.

If $\eta \in M_{k}, V_{k} \leq c_{8}(1+\alpha)^{k} r^{k}$ and

$$
\begin{equation*}
E_{k} \leq \frac{c_{9}\left(1-\alpha^{\prime}\right)^{k}\left(p r^{2}\right)^{k}}{\left(c_{1} r^{k}\right)^{3 / 2}}=\frac{c_{9}}{c_{7}^{3 / 2}}\left(1-\alpha^{\prime}\right)^{k} p^{k} r^{k / 2} \tag{84}
\end{equation*}
$$

so that

$$
\begin{align*}
P\left(\left|\sum_{i=1}^{m_{k}(\eta)} Z_{i}\right| \leq \frac{(p r)^{k}}{2}\right) & \geq \int_{-\frac{\frac{1}{2}(p r)^{k}}{\sqrt{c_{8}(1+\alpha)^{k} r^{k}}}}^{\frac{\frac{1}{2}(p r)^{k}}{\sqrt{c_{8}(1+\alpha k}}} \frac{1}{\sqrt{2 \pi}} e^{-x^{2} / 2} d x-\frac{c_{9}}{c_{7}^{3 / 2}}\left(1-\alpha^{\prime}\right)^{k} p^{k} r^{k / 2} \\
& \geq \frac{p^{k} r^{k / 2}}{\sqrt{c_{8}}(1+\alpha)^{k / 2}} e^{-\frac{p^{2 k} r^{k}}{4 c_{7}(1+\alpha)^{k}}}-\frac{c_{9}}{c_{7}^{3 / 2}}\left(1-\alpha^{\prime}\right)^{k} p^{k} r^{k / 2} \\
& \geq \frac{1}{2} \frac{p^{k} r^{k / 2}}{\sqrt{c_{8}}(1+\alpha)^{k / 2}} \tag{85}
\end{align*}
$$

for $k \geq \bar{k}_{10} \geq \bar{k}_{3}$. Together with (??), (??) this implies

$$
\begin{equation*}
P\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}>0 \mid \sigma_{0}=1\right)+\frac{1}{2} P\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}=0 \mid \sigma_{0}=1\right) \geq \frac{1}{2}+\frac{1}{2} c_{10} \frac{p^{k} r^{k / 2}}{(1+\alpha)^{k / 2}} \tag{86}
\end{equation*}
$$

with $c_{10}=\frac{1}{\sqrt{c_{8}}} P_{p}\left(M_{k}\right)>0$, for all $k \geq \bar{k}_{10}$.
Proof of Theorem 4.1 From Lemma 4.7, the probability of error free transmission $p(k)=1-2 \varepsilon(k)$ satisfies

$$
\begin{equation*}
p(k) \geq c_{11} \frac{(p \sqrt{r})^{k}}{(1+\alpha)^{k / 2}} \tag{87}
\end{equation*}
$$

for the binary transmission problem on $T^{\left(r^{k}\right)}$ for $k$ large enough. Therefore, there is reconstruction if

$$
\begin{equation*}
1<p(k) r^{k / 2}=c_{11}\left(\frac{p r}{\sqrt{1+\alpha}}\right)^{k} \tag{88}
\end{equation*}
$$

which is to say

$$
\begin{equation*}
p_{c}(k) \leq \frac{1+\alpha}{c_{11}^{1 / k} r} \tag{89}
\end{equation*}
$$

for $k$ large enough. Let $\alpha_{k}$ be the smallest $\alpha$ s.t. (??) holds. Then $\lim _{k \rightarrow \infty} \alpha_{k}=$ 0 as required to prove the upper bound of Theorem 4.1.

Similarly to (??) we estimate, for $\beta>0$,

$$
\begin{align*}
1-\varepsilon(k)= & {\left[P _ { p } \left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}>0\left|\sigma_{0}=1,\left|R_{k}\right|>(1+\beta)^{k}(p r)^{k}\right)\right.\right.} \\
& +\frac{1}{2} P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}=0\left|\sigma_{0}=1,\left|R_{k}\right|>(1+\beta)^{k}(p r)^{k}\right)\right] \\
& \cdot P_{p}\left(\left|R_{k}\right|>(1+\beta)^{k}(p r)^{k} \mid \sigma_{0}=1\right) \\
& +\left[P _ { p } \left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}>0\left|\sigma_{0}=1,\left|R_{k}\right| \leq(1+\beta)^{k}(p r)^{k},\left|\sum_{i=1}^{m_{k}(\eta)} Z_{i}\right| \leq(1+\beta)^{k}(p r)^{k}\right)\right.\right. \\
& +\frac{1}{2} P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}=0\left|\sigma_{0}=1,\left|R_{k}\right| \leq(1+\beta)^{k}(p r)^{k},\left|\sum_{i=1}^{m_{k}(\eta)} Z_{i}\right| \leq(1+\beta)^{k}(p r)^{k}\right)\right] \\
& \cdot P_{p}\left(\left|R_{k}\right| \leq(1+\beta)^{k}(p r)^{k},\left|\sum_{i=1}^{m_{k}(\eta)} Z_{i}\right| \leq(1+\beta)^{k}(p r)^{k} \mid \sigma_{0}=1\right) \\
& +\left[P _ { p } \left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}>0\left|\sigma_{0}=1,\left|R_{k}\right| \leq(1+\beta)^{k}(p r)^{k},\left|\sum_{i=1}^{m_{k}(\eta)} Z_{i}\right|>(1+\beta)^{k}(p r)^{k}\right)\right.\right. \\
& +\frac{1}{2} P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}=0\left|\sigma_{0}=1,\left|R_{k}\right| \leq(1+\beta)^{k}(p r)^{k},\left|\sum_{i=1}^{m_{k}(\eta)} Z_{i}\right|>(1+\beta)^{k}(p r)^{k}\right)\right] \\
& \cdot P_{p}\left(\left|R_{k}\right| \leq(1+\beta)^{k}(p r)^{k},\left|\sum_{i=1}^{m_{k}(\eta)} Z_{i}\right|>(1+\beta)^{k}(p r)^{k} \mid \sigma_{0}=1\right) . \tag{90}
\end{align*}
$$

From Lemma 4.3

$$
P_{p}\left(\left|R_{k}\right|>(1+\beta)^{k}(p r)^{k} \mid \sigma_{0}=1\right) \leq c_{5} e^{c_{6}(1+\beta)^{\gamma^{*} k}} .
$$

In the third term, the expression between square brackets is exactly $\frac{1}{2}$ since $Z_{i}$ 's are independent and symmetric.

Next we consider the second term. Assume first $p r \geq 1$. Let $I$ be the set of vertices in $T_{k}^{(r)}$ which are isolated FK clusters. Then, by large deviations for i.i.d. random variables, $P_{p}\left(|I|<\frac{1}{2}\left(\frac{1-p}{r}\right) r^{k} \leq e^{-c r^{k}}\right.$. Moreover, from Lemma 4.8, the expression between square brackets in the second term of (??) is bounded above by $P_{p}\left(\left|\sum_{i=1}^{I} Z_{i}^{\prime}\right| \leq((1+\beta) p r)^{k}\right)$, with $Z_{i}^{\prime}$ i.i.d. symmetric
random variables with values in $\{-1,1\}$. In turn, if $|I| \geq(1-p-\varepsilon) r^{k} \geq \frac{r^{k}}{2}$ the normal approximation implies that for some $c_{12}>0, c_{13}>0$,

$$
\begin{aligned}
P_{p}\left(\left|\sum_{i=1}^{I} Z_{i}^{\prime}\right| \leq((1+\beta) p r)^{k}\right) & \leq c_{12}((1+\beta) p \sqrt{r})^{k}+c_{13} \frac{1}{\sqrt{I}} \\
& \leq c_{1} p^{k} r^{k / 2}(1+\beta)^{k}
\end{aligned}
$$

for a suitable $c_{1}$ large enough, where the last term comes from the Berry-Essen error estimate for the random variables $Z_{i}^{\prime}$, with $|I| \geq \frac{r^{k}}{2}$ and $\frac{1}{r^{k / 2}} \leq p^{k} r^{k / 2}$.

Collecting the above estimates we have

$$
\begin{aligned}
1-\varepsilon(k) & \leq e^{-c r^{k}}+c_{12}((1+\beta) p \sqrt{r})^{k}+c_{13} p^{k} r^{k / 2}\left(1-\alpha^{\prime}\right)^{k}+\frac{1}{2} \\
& \leq \frac{1}{2}+\frac{1}{2} c_{1} p^{k} r^{k / 2}(1+\beta)^{k}
\end{aligned}
$$

Therefore,

$$
\begin{equation*}
p(k) \leq c_{1} p^{k} r^{k / 2}(1+\beta)^{k} \tag{93}
\end{equation*}
$$

and the condition for non-reconstruction on the rescaled tree $T^{\left(r^{k}\right)}$ becomes

$$
\begin{equation*}
c_{1} p^{k} r^{k}(1+\beta)^{k}<1 . \tag{94}
\end{equation*}
$$

This implies

$$
\begin{equation*}
p_{c}(k) \geq \frac{1}{(1+\beta) c_{1}^{1 / k} r} \geq \frac{1}{c_{1}^{1 / k} r} \tag{95}
\end{equation*}
$$

If, on the other hand, $p r<1$, then for small enough $\beta,(1+\beta) p r<1$ and the second term in square brackets of (??) reduces to $\frac{1}{2} P_{p}\left(\sum_{v \in T_{k}^{(r)}} \sigma_{v}=0 \mid \sigma_{0}=1\right)$, but clearly in this case the symmetry is not broken and no reconstruction can take place.

From Theorem 4.1 it is obvious that the critical points $p_{c}(k)$ converge to the Ising model critical point.

## 5 Minority removal

The self-correction mechanism discussed above is not suitable for biological transmission, in which offsprings, once generated, cannot be changed. However, there is a similar mechanism, which consists of self-correcting a generation by removing the elements not belonging to the majority, which could be implemented in a biological setting. If $r \geq 4$ and such minority removal is carried out every step in blocks of size $M$, then in the renormalized tree each (macroscopic) vertex has a random number of children larger then or equal to 2 , while the error rate is estimated as in (??) but on a random number of vertices, between $\frac{M}{2}$ and $M$; by taking inequalities as done below, one can see that (??) still holds with minor changes and thus reconstruction is also possible at every $\varepsilon<\frac{1}{2}$ with a sufficiently large $M$. It is also the case that if a within-descent minority removal is carried out every $k$ generations, only minor changes in the constants are needed in Theorem 4.1 and the limit of the critical points is still the Ising critical point as in Corollary 4.2.

This highlights a possibly real but rather particular phenomenon. It looks like a bit of information in the parent biological unit is better transmitted, i.e. it is more resistant to random transmission errors, if enhanced by regularly destroying descendants not belonging to the local majority. From the biological point of view this is also likely to improve the functionality of local segments (cells or individuals, for instance). However, the minority removal sometimes preserves the wrong information, thus creating blocks of mutated descendants, a phenomenon similar to tumor formation. In this respect, our findings seem to suggest that tumor generation might be intrinsically connected to improvement in character transmission. Of course, any such claim must be warranted by the study of many bits transmission.

Back to our single bit model, the minority-removal carried out every step by blocks of size $M$ corresponds to first generating a random tree $T_{M}^{\prime}$ by means of a transformation $\Phi_{M}^{\prime}$ analogous to $\Phi_{M}$ and then identifying each block (of random size between $\frac{M}{2}$ and $M$ ) by means of a transformation $\Psi_{M}^{\prime}$, analogous to $\Psi_{M}$. Let $\bar{P}_{\varepsilon, M}^{\prime}=\Psi_{M}^{\prime}\left(\Phi_{M}^{\prime}\left(P_{\varepsilon}\right)\right)$ be the distribution on the resulting random tree $T_{M}^{\prime}$.

Similarly, the within-descent minority removal carried out every $k$-steps corresponds to generating a random tree $T_{k}^{\prime}$ by means of a transformation $\Phi_{k}^{\prime}$, analogous to $\Phi_{k}$, and then identifying each block (of random size between $\frac{r^{k}}{2}$ and $\left.r^{k}\right)$ by means of a transformation $\Psi_{k}^{\prime}$, analogous to $\Psi_{k}$. Let $P_{\varepsilon}^{\prime(k)}=\Psi_{k}^{\prime}\left(\Phi_{k}^{\prime}\left(P_{\varepsilon}\right)\right)$ be the distribution on the resulting random tree $T_{k}^{\prime}$.

Note that $T_{M}^{\prime}$ and $T_{k}^{\prime}$ are Galton-Watson trees, since they are random trees with an i.i.d. number of offsprings in each vertex. In generating $T_{M}^{\prime}$ at least $M / 2$ vertices are preserved in each block of size $M$; these have at least $r M / 2 \geq 2 M$ descendants which can be divided into at least 2 blocks of size $M$ (and possibly one remaining smaller block). Thus the number of descendants is at least 2 . In generating $T_{r}^{\prime}$ on the other hand, at least $r^{k} / 2$ vertices are preserved in each block of size $r^{k}$ and each such vertex gives rise to one descendant block, so
each block (which is a renormalized vertex) has at least $r^{k} / 2$ (and at most $r^{k}$ ) descendants.

The branching numbers, which on the Galton-Watson trees equal the mean offspring number (see [?]), satisfy then $b r\left(T_{M}^{\prime}\right) \geq 2$ and $r^{k} / 2 \leq b r\left(T_{r}^{\prime}\right) \leq r^{k}$.

We begin with a Lemma stating that if on a subtree $T^{\prime} \subset T$ maximum likelihood reconstruction takes place, then it does also on $T$.

Lemma 5.1 Given trees $T^{\prime} \subseteq T$, if maximum likelihood reconstruction takes place on $T^{\prime}$ then it does also on $T$, i.e. if $\liminf _{n} \Delta_{n}\left(P_{T^{\prime}}\right)>0$ then $\liminf _{n} \Delta_{n}\left(P_{T}\right)>$ 0 .

Proof. Let $A_{n}=\left\{\sigma_{n} \in T_{n}: P\left(\sigma_{n} \mid \sigma_{0}=+1\right)>P\left(\sigma_{n} \mid \sigma_{0}=-1\right)\right\}$, let $A_{n}^{\prime}$ be the same with $T_{n}$ replaced by $T_{n}^{\prime}$ and let $B^{\prime}=\left\{\sigma_{n}^{\prime} \in T_{n}^{\prime}: P\left(\sigma_{n}^{\prime} \mid \sigma_{0}=+1\right)=\right.$ $\left.P\left(\sigma_{n}^{\prime} \mid \sigma_{0}=-1\right)\right\}$. We know $P\left(A_{n}^{\prime} \mid \sigma_{0}=+1\right)-P\left(A_{n}^{\prime} \mid \sigma_{0}=-1\right) \geq \delta>0$ for some $\delta$ for large $n$, and we want to show the same for $A_{n}$. However, denoting by $P^{ \pm}(\cdot)=P(\cdot \mid \pm 1)$ we have $P^{ \pm}\left(A_{n} \cap\left(A_{n}^{\prime}\right)^{c}\right)=P^{\mp}\left(A_{n}^{c} \cap A_{n}^{\prime}\right)$ by symmetry, and for any event $C$, by definition of $A_{n}$,

$$
\begin{align*}
& P^{+}\left(A_{n} \cap C\right) \geq P^{-}\left(A_{n} \cap C\right) \\
& P^{+}\left(A_{n}^{c} \cap C\right) \leq P^{-}\left(A_{n}^{c} \cap C\right) \tag{96}
\end{align*}
$$

Then,

$$
\begin{gathered}
P^{+}\left(A_{n}\right)-P^{-}\left(A_{n}\right) \\
=P^{+}\left(A_{n} \cap A_{n}^{\prime}\right)+P^{+}\left(A_{n} \cap\left(A_{n}^{\prime}\right)^{c}\right)+P^{+}\left(A_{n} \cap B^{\prime}\right) \\
-P^{-}\left(A_{n} \cap A_{n}^{\prime}\right)-P^{-}\left(A_{n} \cap\left(A_{n}^{\prime}\right)^{c}\right)-P^{-}\left(A_{n} \cap B^{\prime}\right) \\
=P^{+}\left(A_{n} \cap A_{n}^{\prime}\right)+P^{-}\left(A_{n}^{c} \cap A_{n}^{\prime}\right)+P^{+}\left(A_{n} \cap B^{\prime}\right) \\
-P^{-}\left(A_{n} \cap A_{n}^{\prime}\right)-P^{+}\left(A_{n}^{c} \cap A_{n}^{\prime}\right)-P^{-}\left(A_{n} \cap B^{\prime}\right) \\
\geq P^{+}\left(A_{n} \cap A_{n}^{\prime}\right)+P^{+}\left(A_{n}^{c} \cap A_{n}^{\prime}\right) \\
-P^{-}\left(A_{n} \cap A_{n}^{\prime}\right)-P^{-}\left(A_{n}^{c} \cap A_{n}^{\prime}\right) \\
=P^{+}\left(A_{n}^{\prime}\right)-P^{-}\left(A_{n}^{\prime}\right)
\end{gathered}
$$

from which the result follows.
The results for minority removal can be summarized as follows. Notice that in the proof we use maximum likelihood reconstruction to use Lemma 5.1 and get a bound on the critical point; on the other hand, it is shown in [?] that for binary tree the critical points for majority or maximum likelihood reconstruction coincide.

Theorem 5.2
i) If $r \geq 4$, in the minority removal carried out every step with blocks of size $M$, for every $\varepsilon \in[0,1 / 2) \exists \overline{\bar{M}}: \forall M>\overline{\bar{M}}$

$$
\lim _{n} \inf \Delta_{n}\left(\bar{P}_{\varepsilon, M}^{\prime}\right)>0
$$

ii) In the within-descent minority removal carried out every $k$ steps if $p_{c}^{\prime}(k)$ is the critical point then with $c>0$ as in Theorem 4.1 we have

$$
\frac{1}{2^{\frac{1}{2 k}} r} \leq p_{c}^{\prime}(k) \leq \frac{4^{\frac{1}{2 k}}}{c^{\frac{1}{2 k}} r}
$$

so that

$$
\lim _{k \rightarrow \infty} p_{c}^{\prime}(k)=\frac{1}{r}
$$

Proof. i) In generating $T_{M}^{\prime}$ at least $\frac{M}{2}$ vertices were preserved in each block of size $M$; these vertices have $r \frac{M}{2} \geq 4 \frac{M}{2}=2 M$ descendants which can be divided into at least two blocks of size $M$ (and some remaining others, possibly smaller). Thus, the number of descendants in the renormalized tree is at least 2.

On the other hand, the error rate $\bar{\varepsilon}_{M}^{\prime}$ satisfies (??) with $M$ replaced by $\frac{M}{2}$. By Lemma 5.1, maximum likelihood reconstruction on $T_{M}^{\prime}$ follows from that on $T^{(M / 2)}$ which is ensured by

$$
\begin{equation*}
2\left(1-2 \bar{\varepsilon}_{M}^{\prime}\right)^{2} \geq 2\left(1-2 e^{-c_{\varepsilon} M / 2}\right)^{2}>1 \tag{98}
\end{equation*}
$$

which is satisfied for large $M$.
ii) In generating $T_{r}^{\prime}$ at least $\frac{r^{k}}{2}$ vertices are preserved in each block of size $r^{k}$; each such vertex gives rise to one descendant block, so the branching number of the renormalized tree is at least $\frac{r^{k}}{2}$.

Also, it is possible to show bounds on the renormalized error free transmission $p^{\prime}(k)$ similar to those used to prove Theorem 4.1. By carefully going through that proof, one can see that if $p r \geq 1$

$$
\begin{equation*}
p^{\prime}(k)^{2} \leq 2 c_{1}^{2} p^{2 k} r^{k}(1+\beta)^{k} \tag{99}
\end{equation*}
$$

as in (??) if $p r<1$ again $p(k)$ is exponentially small in $k$ and thus there is no reconstruction; and, finally

$$
\begin{equation*}
p^{\prime}(k) \geq c_{2} \frac{p^{k} \sqrt{\frac{r^{k}}{2}}}{(1+\alpha)^{k / 2}} \tag{100}
\end{equation*}
$$

as in (??).
Again by Lemma 5.1 this implies

$$
\frac{1}{r} \vee \frac{1}{\left(2 c_{1}\right)^{\frac{1}{2 k}} r} \leq p_{c}^{\prime}(k) \leq \frac{4^{\frac{1}{2 k}}}{c_{2}^{\frac{1}{2 k}} r}
$$

and

$$
\lim _{k \rightarrow \infty} p_{c}^{\prime}(k)=\frac{1}{r}
$$
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