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#### Abstract

The mathematical analysis to achieve everywhere regularity in the interior of weak solutions to nonlinear elliptic systems usually starts from their local boundedness. Having in mind De Giorgi's counterexamples, some structure conditions must be imposed to treat systems of partial differential equations. On the contrary, in the scalar case of a general elliptic single equation a well established theory of regularity exists. In this paper we propose a unified approach to local boundedness of weak solutions to a class of quasilinear elliptic systems, with a structure condition inspired by Ladyzhenskaya-Ural'tseva's work for linear systems, as well as valid for the general scalar case. Our growth assumptions on the nonlinear quantities involved are new and general enough to include anisotropic systems with sharp exponents and the $p, q$-growth case.


## 1. Introduction

The study of regularity for generalized solutions of second order quasilinear (i.e., linear with respect to second derivatives) elliptic systems has been strongly motivated and at the same time conditioned by the De Giorgi's example of existence of the nonsmooth weak solution

$$
\begin{equation*}
u(x)=\frac{x}{|x|^{\gamma}}, \quad x=\left(x_{1}, x_{2}, \ldots, x_{n}\right) \in \mathbb{R}^{n} \tag{1.1}
\end{equation*}
$$

to the linear elliptic system

$$
\sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(\sum_{\beta=1}^{n} a_{i j}^{\alpha \beta}(x) u_{x_{j}}^{\beta}\right)=0, \quad \forall \alpha=1,2, \ldots, n .
$$
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Here $n \geq 3$ and the measurable coefficients $a_{i j}^{\alpha \beta}$ are bounded discontinuous at $x=0$. The exponent $\gamma$ in (1.1) is given by

$$
\gamma=\frac{n}{2}\left(1-\frac{1}{\sqrt{(2 n-2)^{2}+1}}\right)
$$

and, being greater than one, the solution $u$ in (1.1) is unbounded around the origin. De Giorgi's example was published in [8], while a modification of it, due by Giusti and Miranda [17], deals with continuous (in fact analytic) coefficients $a_{i j}^{\alpha \beta}$ (u) depending on $u$ instead than of $x$. We also mention the extensions due to Frehse [10,11], Nečas [34], Hildebrant-Widman [18], up to the recent contribution by Šverák Yan [38]. For a description of this lack of regularity and related questions we also refer the reader to Giaquinta [14] and Giusti [16].

Motivated by these examples we find in the mathematical literature at least two directions of research about regularity of generalized solutions of elliptic systems: (i) partial regularity, i.e., smoothness of solutions up to a set of zero measure, or up to a better mathematically characterized set, see Mingione [32] for a detailed discussion; (ii) everywhere regularity in the interior of the given domain $\Omega$ of $\mathbb{R}^{n}$, starting-as usual in this context-from the local boundedness of the solution. In the last case, having in mind the above counterexamples, some structure assumptions must be considered to treat systems of partial differential equations, in contrast with the scalar case of a single equation, where a well established theory of regularity exists since the work of De Giorgi, Moser, Morrey, Nash, Serrin and many others.

Ladyzhenskaya and Ural'tseva [21, Chap. 7] first proposed the local boundedness of solutions $u=\left(u^{1}, u^{2}, \ldots, u^{m}\right)$ to the linear elliptic system

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left(\sum_{j=1}^{n} a_{i j}(x) u_{x_{j}}^{\alpha}+\sum_{\beta=1}^{m} b_{i}^{\alpha \beta}(x) u^{\beta}+f_{i}^{\alpha}(x)\right)  \tag{1.2}\\
& \quad+\sum_{i=1}^{n} \sum_{\beta=1}^{m} c_{i}^{\alpha \beta}(x) u_{x_{i}}^{\beta}+\sum_{\beta=1}^{m} d^{\alpha \beta}(x) u^{\beta}=f^{\alpha}(x), \quad \forall \alpha=1,2, \ldots, m,
\end{align*}
$$

with bounded measurable coefficients $a_{i j}, b_{i}^{\alpha \beta}, c_{i}^{\alpha \beta}, d^{\alpha \beta}$ and given functions $f_{i}^{\alpha}$, $f^{\alpha}$. Here the structure condition is stated in terms of the positive definite $n \times n$ matrix $\left(a_{i j}\right)$, which does not depend on $\alpha, \beta$.

Meier [31] extended these results to a class of quasilinear elliptic systems, introducing a structure condition based on a so called indicator function and assuming natural growth conditions on the quantities involved; i.e., assuming polynomial $p$-growth on the nonlinear coefficients (instead of $p=2$ ). Quasilinear elliptic equations have been previously studied by Serrin [35,36]. Meier's motivations were based on some related researches by the Bonn school in pde's, mainly by Hildebrandt-Widman [18,19] and Frehse [11]. More recently sufficient conditions for boundedness of weak solutions have been given by Landes [22,23] and by Krömer [20]. In the nonlinear case one is led to consider $W^{1, p} \cap L^{\infty}$ as the natural

Sobolev class where to start to get regularity of weak solutions; see for example Hildebrandt [19] (see also [2,24,25]).

In this paper we consider a generalization of the linear case by Ladyzhenskaya and Ural'tseva in (1.2) to quasilinear elliptic systems of the form

$$
\begin{align*}
& \sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left(\sum_{j=1}^{n} a_{i j}(x, u, D u) u_{x_{j}}^{\alpha}+b_{i}^{\alpha}(x, u, D u)\right) \\
& \quad=f^{\alpha}(x, u, D u), \quad \forall \alpha=1,2, \ldots, m \tag{1.3}
\end{align*}
$$

It is worth remarking that systems of this type, even with a linear principal part as in (1.2), arise in many problems in differential geometry such as harmonic mappings between manifolds or surfaces of prescribed mean curvature; see for instance [14]. Contrary to many papers in the mathematical literature about regularity for systems, the elliptic scalar case $m=1$ is included in full generality in our context. A relevant example for $m>1$ which enters in our analysis is given by the Euler's first variation of integrals of the calculus of variations such as, for instance, below in (1.10).

Let us enter in more details about our assumptions. Here we allow some general growth conditions, which we list in this introduction in a simplified version, for the sake of simplicity. Precisely, we assume that there exist exponents $p_{1}, p_{2}, \ldots, p_{n} \in$ $(1,+\infty)$ and positive constants $M_{1}, M_{2}$ such that, for almost every $x \in \Omega \subset \mathbb{R}^{n}$ and for every $u \in \mathbb{R}^{m}, \xi \in \mathbb{R}^{m \times n}, \xi=\left(\xi_{i}\right)_{i=1, \ldots, n}=\left(\xi_{i}^{\alpha}\right)_{\substack{i=1, \ldots, n \\ \alpha=1, \ldots, m}}^{\substack{1, n}}$, and $\lambda=$ $\left(\lambda_{i}\right)_{i=1, \ldots, n} \in \mathbb{R}^{n}$,

$$
\begin{gather*}
\sum_{i, j=1}^{n} a_{i j}(x, u, \xi) \lambda_{i} \lambda_{j} \geq M_{1} \sum_{i=1}^{n} \lambda_{i}^{2}\left(\sum_{\alpha=1}^{m}\left(\xi_{i}^{\alpha}\right)^{2}\right)^{\frac{p_{i}-2}{2}},  \tag{1.4}\\
\left|\sum_{j=1}^{n} a_{i j}(x, u, \xi) \xi_{j}^{\alpha}\right| \leq M_{2}\left\{\sum_{j=1}^{n}\left|\xi_{j}\right|^{p_{j}}+|u|^{\gamma}+1\right\}^{1-\frac{1}{p_{i}}}, \quad \forall i, \alpha, \\
\left|b_{i}^{\alpha}(x, u, \xi)\right| \leq M_{2}\left\{\sum_{j=1}^{n}\left|\xi_{j}\right|^{p_{j}(1-\epsilon)}+|u|^{\gamma}+1\right\}^{1-\frac{1}{p_{i}}}, \quad \forall i, \alpha, \\
\left|f^{\alpha}(x, u, \xi)\right| \leq M_{2}\left\{\sum_{j=1}^{n}\left|\xi_{j}\right|^{p_{j}(1-\delta)}+|u|^{\gamma-1}+1\right\}, \quad \forall \alpha,
\end{gather*}
$$

for suitable $\gamma, \epsilon$ and $\delta$. Note that (1.4) is a weaker assumption with respect to the usual ellipticity and it reduces to the ordinary ellipticity condition only if $p_{1}=$ $p_{2}=\cdots=p_{n}=2$.

Our analysis unifies the scalar case (one single equation) and the vector valued one (system of pde's) with special structure. In fact, as we already said, the elliptic scalar case $m=1$ is a special case which enters in the above assumptions.

More precisely this means that we can consider a general quasilinear elliptic equation of the form

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i}(x, u, D u)\right)=f(x, u, D u) \tag{1.5}
\end{equation*}
$$

with $a_{i}$ of class $C^{1}$ in the gradient variable. In fact we have

$$
\begin{aligned}
& a_{i}(x, u, D u)-a_{i}(x, u, 0)=\int_{0}^{1} \frac{d}{d t} a_{i}(x, u, t D u) d t \\
& \quad=\int_{0}^{1}\left\{\sum_{j=1}^{n} \frac{\partial a_{i}}{\partial \xi_{j}}(x, u, t D u) u_{x_{j}}\right\} d t=\sum_{j=1}^{n} u_{x_{j}} \int_{0}^{1} \frac{\partial a_{i}}{\partial \xi_{j}}(x, u, t D u) d t
\end{aligned}
$$

Therefore, if we pose

$$
b_{i}(x, u)=a_{i}(x, u, 0), \quad a_{i j}(x, u, \xi)=\int_{0}^{1} \frac{\partial a_{i}}{\partial \xi_{j}}(x, u, t \xi) d t
$$

then the pde in (1.5) becomes a particular case of the system in (1.3) and the ellipticity assumption (1.4) on $a_{i j}$, in terms of the vector field $\left(a_{i}\right)_{i=1,2, \ldots, n}$, is satisfied, with constant $M_{1} \cdot \min \left\{\frac{1}{p_{i}-1}: i=1, \ldots, n\right\}$, when

$$
\begin{equation*}
\sum_{i, j=1}^{n} \frac{\partial a_{i}}{\partial \xi_{j}}(x, u, \xi) \lambda_{i} \lambda_{j} \geq M_{1} \sum_{i=1}^{n}\left|\xi_{i}\right|^{p_{i}-2} \lambda_{i}^{2} \tag{1.6}
\end{equation*}
$$

Corollary 2.4 below gives specific conditions in order to get local boundedness of weak solutions to the Eq. (1.5) with anisotropic growth.

Let us go back to the general system (1.3). We need a restriction on the exponents $\left\{p_{i}\right\}$ to achieve the local boundedness of the solutions. Let us denote by $\bar{p}$ the harmonic average of the $\left\{p_{i}\right\}$ and by $\bar{p}^{*}$ the Sobolev exponent of $\bar{p}$; i.e.,

$$
\frac{1}{\bar{p}}:=\frac{1}{n} \sum_{i=1}^{n} \frac{1}{p_{i}}, \quad \bar{p}^{*}:= \begin{cases}\frac{n \bar{p}}{n-\bar{p}} & \text { if } \bar{p}<n  \tag{1.7}\\ \text { any } \mu>\bar{p} & \text { if } \bar{p} \geq n\end{cases}
$$

Theorem 1.1. Under the previous assumptions, if

$$
\begin{equation*}
\max \left\{p_{1}, p_{2}, \ldots, p_{n}\right\}<\bar{p}^{*}, \quad 1<\gamma<\bar{p}^{*}, \quad 0<\epsilon<1, \quad \frac{1}{\bar{p}^{*}}<\delta<1 \tag{1.8}
\end{equation*}
$$

then every weak solution $u$ to the quasilinear elliptic system (1.3) is locally bounded and for every $R$ such that $B_{R}\left(x_{0}\right) \subset \Omega$ there exist constants $c$ and $\theta \geq 0$ such that

$$
\begin{equation*}
\sup _{B_{R / 2}\left(x_{0}\right)}|u| \leq c\left\{\int_{B_{R}\left(x_{0}\right)}(|u|+1)^{\bar{p}^{*}} d x\right\}^{\frac{1+\theta}{\bar{p}^{*}}} \tag{1.9}
\end{equation*}
$$

Assumption (1.8) is sharp, in the sense that even in the scalar case $m=1$ (and $n$ large) is possible to produce examples of unbounded generalized solutions when the reverse inequality max $\left\{p_{i}: i=1,2, \ldots, n\right\}>\bar{p}^{*}$ is satisfied; see GiaquintaMarcellini [15,26-28]. In the case of a single equation $(m=1)$ the local boundedness of weak solutions has been widely investigated; see for instance $[3,5,12,13$, $27,28,37,39$ ] and, more recently, [6]. About partial regularity for systems ( $m>1$ ) see for instance $[1,4,9,32,33]$. In the last years there has been a large amount of papers dealing with the regularity under $p, q$-growth and we refer the interested reader to the survey by Mingione [32].

We emphasize that systems under consideration include the first variation of integrals of the calculus of variations of the form

$$
\begin{equation*}
\int_{\Omega} g(x, u,|D u|) d x \tag{1.10}
\end{equation*}
$$

and the local boundedness result of Theorem 1.1 can be applied to the minimizers. In fact they are weak solutions to the system (1.3) when we define

$$
a_{i j}(x, u, \xi)=\frac{1}{|\xi|} \frac{\partial g(x, u,|\xi|)}{\partial|\xi|} \delta_{i j}, \quad \forall i, j=1,2, \ldots, n
$$

and as usual for the lower order terms. Under a nonstandard growth condition the local boundedness of minimizers of vectorial integral functionals as in (1.10) has been studied by Dall'Aglio-Mascolo [7] when $g=g(x,|D u|)$ is a $N$-function in the $\Delta_{2}$-class. For Lipschitz and higher regularity see Marcellini [29] and Marcellini Papi [30], who extended to general growth condition the regularity results obtained by Uhlenbeck [41] for the p-Laplacian.

Finally in the last section we deal with systems satisfying a $p, q$-growth condition. We assume ellipticity and growth conditions of $p, q$-type, see (4.5), (4.6) for precise assumptions. We prove that weak solutions $u \in W^{1, q}$ to (1.3) satisfy an a priori estimate as in (1.9).

## 2. The anisotropic growth

Let us consider the nonlinear system of pde's

$$
\begin{align*}
& \sum_{i, j=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i j}(x, u, D u) u_{x_{j}}^{\alpha}+b_{i}^{\alpha}(x, u, D u)\right) \\
& \quad=f^{\alpha}(x, u, D u), \quad \forall \alpha=1,2, \ldots, m \tag{2.1}
\end{align*}
$$

on an open set $\Omega$ of $\mathbb{R}^{n}, n \geq 2, m \geq 1$. We assume that $a_{i j}: \Omega \times \mathbb{R}^{m} \times \mathbb{R}^{m \times n} \rightarrow \mathbb{R}$ and $b_{i}, f: \Omega \times \mathbb{R}^{m} \times \mathbb{R}^{m \times n} \rightarrow \mathbb{R}^{m}$ are Carathé odory functions, $i, j=1, \ldots, n$.

We need some notations. If $\xi \in \mathbb{R}^{m \times n}$ we write $\xi=\left(\xi_{1}, \ldots, \xi_{n}\right)$, where $\xi_{i}=\left(\xi_{i}^{1}, \ldots, \xi_{i}^{m}\right) \in \mathbb{R}^{m}$ for $i=1, \ldots, n$. In particular, $D u=\left(u_{x_{1}}, \ldots, u_{x_{n}}\right)$ and $u_{x_{i}}=\left(u_{x_{i}}^{1}, \ldots, u_{x_{i}}^{m}\right)$. Analogously, $b_{i}=\left(b_{i}^{1}, \ldots, b_{i}^{m}\right)$ and similarly for $f$. Given $p_{1}, \ldots, p_{n}$ exponents greater than 1 , we define

$$
p:=\min \left\{p_{1}, \ldots, p_{n}\right\} \quad \text { and } \quad q:=\max \left\{p_{1}, \ldots, p_{n}\right\} .
$$

As usual $p^{\prime}$ is the conjugate exponent of $p$; i.e., $1 / p+1 / p^{\prime}=1$. Moreover, $\bar{p}$ stands for the harmonic average of $\left\{p_{i}\right\}$ and $\bar{p}^{*}$ is the Sobolev exponent of $\bar{p}$ as defined in (1.7).

We assume the following conditions for almost every $x \in \Omega$ and for every $u \in \mathbb{R}^{m}, \xi \in \mathbb{R}^{m \times n}$ and $\lambda=\left(\lambda_{i}\right)_{i=1, \ldots, n} \in \mathbb{R}^{n}$,
(H1) (ellipticity condition)

$$
\begin{equation*}
\sum_{i, j=1}^{n} a_{i j}(x, u, \xi) \lambda_{i} \lambda_{j} \geq M_{1} \sum_{i=1}^{n} \lambda_{i}^{2}\left|\xi_{i}\right|^{p_{i}-2} \tag{2.2}
\end{equation*}
$$

(H2) (growth conditions)

$$
\begin{gather*}
\left|\sum_{j=1}^{n} a_{i j}(x, u, \xi) \xi_{j}\right| \leq M_{2}\left\{\sum_{j=1}^{n}\left|\xi_{j}\right|^{p_{j}}+b_{1}(x)|u|^{\gamma}+a_{1}(x)\right\}^{1-\frac{1}{p_{i}}}, \quad \forall i  \tag{2.3}\\
\left|b_{i}(x, u, \xi)\right| \leq M_{2}\left\{\sum_{j=1}^{n}\left|\xi_{j}\right|^{p_{j}(1-\epsilon)}+b_{2}(x)|u|^{\gamma}+a_{2}(x)\right\}^{1-\frac{1}{p_{i}}}, \quad \forall i  \tag{2.4}\\
|f(x, u, \xi)| \leq M_{2} \sum_{j=1}^{n}\left|\xi_{j}\right|^{p_{j}(1-\delta)}+b_{3}(x)|u|^{\gamma-1}+a_{3}(x) \tag{2.5}
\end{gather*}
$$

where

$$
\begin{equation*}
M_{1}, M_{2}>0, \quad 1<\gamma<\bar{p}^{*}, \quad 0<\epsilon<1, \quad \frac{1}{\bar{p}^{*}}<\delta<1 \tag{2.6}
\end{equation*}
$$

and, for $i=1,2,3$,

$$
\begin{equation*}
b_{i} \in L_{\mathrm{loc}}^{s}(\Omega) \text { with }\left(\frac{\bar{p}^{*}}{\gamma}\right)^{\prime}<s \leq+\infty \text { and } a_{i} \in L_{\mathrm{loc}}^{t}(\Omega) \text { with }\left(\frac{\bar{p}^{*}}{q}\right)^{\prime}<t \leq+\infty \tag{2.7}
\end{equation*}
$$

Our aim is to prove the local boundedness of weak solutions to (2.1). We consider the following anisotropic Sobolev space
$W^{1,\left(p_{1}, \ldots, p_{n}\right)}\left(\Omega ; \mathbb{R}^{m}\right):=\left\{u \in W^{1,1}\left(\Omega ; \mathbb{R}^{m}\right): u_{x_{i}} \in L^{p_{i}}\left(\Omega ; \mathbb{R}^{m}\right)\right.$, for all $\left.i=1, \ldots, n\right\}$, endowed with the norm

$$
\|u\|_{W^{1,\left(p_{1}, \ldots, p_{n}\right)}(\Omega)}:=\|u\|_{L^{1}(\Omega)}+\sum_{i=1}^{n}\left\|u_{x_{i}}\right\|_{L^{p_{i}}(\Omega)}
$$

We write $W_{0}^{1,\left(p_{1}, \ldots, p_{n}\right)}\left(\Omega ; \mathbb{R}^{m}\right)$ in place of $W_{0}^{1,1}\left(\Omega ; \mathbb{R}^{m}\right) \cap W^{1,\left(p_{1}, \ldots, p_{n}\right)}\left(\Omega ; \mathbb{R}^{m}\right)$. For some properties of these spaces we refer to [40]; in particular the following embedding result holds.

Theorem 2.1. Let $\Omega \subset \mathbb{R}^{n}$ be a bounded open set and consider $u \in W_{0}^{1,\left(p_{1}, \ldots, p_{n}\right)}$ $\left(\Omega ; \mathbb{R}^{m}\right), p_{i} \geq 1$ for all $i=1, \ldots$, . Let $\max \left\{p_{i}\right\}<\bar{p}^{*}$, with $\bar{p}^{*}$ as in (1.7). Then $u \in L^{\bar{p}^{*}}\left(\Omega ; \mathbb{R}^{m}\right)$. Moreover, there exists $c$, depending on $n, p_{1}, \ldots, p_{n}$, such that

$$
\|u\|_{L^{p^{*}}(\Omega)}^{n} \leq c \prod_{i=1}^{n}\left\|u_{x_{i}}\right\|_{L^{p_{i}}(\Omega)} .
$$

Thanks to the imbedding theorem above and to Hölder inequality, the growth conditions (H2) allow a meaningful definition of weak solutions.

Definition 2.2. A function $u \in W_{\text {loc }}^{1,\left(p_{1}, \ldots, p_{n}\right)}\left(\Omega ; \mathbb{R}^{m}\right)$ is a weak solution to (2.1) if

$$
\begin{equation*}
\int_{\Omega}\left\{\sum_{i, j=1}^{n}\left(a_{i j}(x, u, D u) u_{x_{j}}^{\alpha}+b_{i}^{\alpha}(x, u, D u)\right) \varphi_{x_{i}}^{\alpha}+f^{\alpha}(x, u, D u) \varphi^{\alpha}\right\} d x=0 \tag{2.8}
\end{equation*}
$$

for all $\alpha=1, \ldots, m$ and all $\varphi \in C_{c}^{1}\left(\Omega ; \mathbb{R}^{m}\right)$ (or equivalently $\varphi \in W_{0}^{1,\left(p_{1}, \ldots, p_{n}\right)}$ $\left(\Omega ; \mathbb{R}^{m}\right)$ ).

Theorem 2.3. Assume (H1) and (H2) and let $1<p \leq q<\bar{p}^{*}$. Then every weak solution $u \in W_{\text {loc }}^{1,\left(p_{1}, \ldots, p_{n}\right)}\left(\Omega ; \mathbb{R}^{m}\right)$ to (2.1) is locally bounded. Moreover, for every $B_{R}\left(x_{0}\right) \subset \Omega$ there exists a positive constant $c$ such that

$$
\begin{equation*}
\sup _{B_{R / 2}\left(x_{0}\right)}|u| \leq c\left\{\int_{B_{R}\left(x_{0}\right)}(|u|+1)^{\bar{p}^{*}} d x\right\}^{\frac{1+\theta}{\bar{p}^{*}}} \tag{2.9}
\end{equation*}
$$

where $\theta=\frac{\tilde{q}}{p} \frac{\tilde{q}-p}{\bar{p}^{*}-\tilde{q}}$ with $\tilde{q}=\max \left\{\frac{1}{\delta}, \gamma s^{\prime}, q t^{\prime}\right\}$.
The above theorem also gives the local boundedness of weak solutions to the general quasilinear equation ( $m=1$ )

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{\partial}{\partial x_{i}}\left(a_{i}(x, u, D u)\right)=f(x, u, D u), \tag{2.10}
\end{equation*}
$$

where $a_{i}(x, u, \xi), \frac{\partial a_{i}}{\partial \xi_{j}}(x, u, \xi)$ are Carathéodory functions. Let us assume

$$
\begin{gather*}
\sum_{i, j=1}^{n} \frac{\partial a_{i}}{\partial \xi_{j}}(x, u, \xi) \lambda_{i} \lambda_{j} \geq M_{1} \sum_{i=1}^{n} \lambda_{i}^{2}\left|\xi_{i}\right|^{p_{i}-2}, \quad \forall \lambda \in \mathbb{R}^{n}  \tag{2.11}\\
\left|a_{i}(x, u, \xi)\right| \leq M_{2}\left\{\sum_{j=1}^{n}\left|\xi_{j}\right|^{p_{j}}+b_{1}(x)|u|^{\gamma}+a_{1}(x)\right\}^{1-\frac{1}{p_{i}}}, \quad \forall i \tag{2.12}
\end{gather*}
$$

and

$$
\begin{equation*}
|f(x, u, \xi)| \leq M_{2} \sum_{j=1}^{n}\left|\xi_{j}\right|^{p_{j}(1-\delta)}+b_{3}(x)|u|^{\gamma-1}+a_{3}(x) \tag{2.13}
\end{equation*}
$$

where $M_{1}, M_{2}, \gamma, \delta, a_{i}, b_{i}(i=1,3)$ satisfy (2.6) and (2.7).
Corollary 2.4. Under assumptions (2.11)-(2.13), if $1<p \leq q<\bar{p}^{*}$, then every weak solution $u \in W_{\operatorname{loc}}^{1,\left(p_{1}, \ldots, p_{n}\right)}(\Omega)$ to the pde (2.10) is locally bounded and the estimate (2.9) holds.

## 3. Proof of Theorem 2.3

First we give two preliminary results.
Lemma 3.1. Under the ellipticity condition (2.2), for almost every $x \in \Omega \subset \mathbb{R}^{n}$, for every $u \in \mathbb{R}^{m}$ and $\xi \in \mathbb{R}^{m \times n}$, we have

$$
\begin{equation*}
\sum_{\alpha=1}^{m} \sum_{i, j=1}^{n} a_{i j}(x, u, \xi) \xi_{i}^{\alpha} \xi_{j}^{\alpha} \geq M_{3} \sum_{i=1}^{n}\left(\sum_{\alpha=1}^{m}\left(\xi_{i}^{\alpha}\right)^{2}\right)^{\frac{p_{i}}{2}} \tag{3.1}
\end{equation*}
$$

with $M_{3}=M_{1} m^{1-q}$.
Proof. For fixed $\alpha \in\{1,2, \ldots, m\}$ we pose $\lambda=\left(\xi_{i}^{\alpha}\right)_{i=1, \ldots, n} \in \mathbb{R}^{n}$ and we get

$$
\begin{equation*}
\sum_{i, j=1}^{n} a_{i j}(x, u, \xi) \xi_{i}^{\alpha} \xi_{j}^{\alpha} \geq M_{1} \sum_{i=1}^{n}\left(\xi_{i}^{\alpha}\right)^{2}\left(\sum_{\beta=1}^{m}\left(\xi_{i}^{\beta}\right)^{2}\right)^{\frac{p_{i}-2}{2}} \geq M_{1} \sum_{i=1}^{n}\left|\xi_{i}^{\alpha}\right|^{p_{i}} \tag{3.2}
\end{equation*}
$$

Fixed $i \in\{1, \ldots, n\}$, by the convexity of the function $t \in \mathbb{R}_{+} \rightarrow t^{p_{i}}$ we have the inequality

$$
\left(\frac{1}{m} \sum_{\alpha=1}^{m}\left|\xi_{i}^{\alpha}\right|\right)^{p_{i}} \leq \frac{1}{m} \sum_{\alpha=1}^{m}\left|\xi_{i}^{\alpha}\right|^{p_{i}}
$$

If we sum up both sides of (3.2) with respect to $\alpha=1,2, \ldots, m$ we obtain
$\sum_{\alpha=1}^{m} \sum_{i, j=1}^{n} a_{i j}(x, u, \xi) \xi_{i}^{\alpha} \xi_{j}^{\alpha} \geq M_{1} \sum_{i=1}^{n} \sum_{\alpha=1}^{m}\left|\xi_{i}^{\alpha}\right|^{p_{i}} \geq M_{1} \sum_{i=1}^{n} m^{1-p_{i}}\left(\sum_{\alpha=1}^{m}\left|\xi_{i}^{\alpha}\right|\right)^{p_{i}}$.
The conclusion (3.1) follows from the fact that $\sum_{\alpha=1}^{m}\left|\xi_{i}^{\alpha}\right| \geq\left(\sum_{\alpha=1}^{m}\left(\xi_{i}^{\alpha}\right)^{2}\right)^{1 / 2}$.

Lemma 3.2. Let $\nu, \gamma, \delta, \sigma$ be positive numbers, and assume that there exists $\tau \in$ $(1,+\infty]$ such that $\gamma \tau^{\prime}, \delta \tau^{\prime} \leq \sigma$. Let $v \in L^{\sigma(v+1)}(\Omega), v \geq 1$, and let $a \in L^{\tau}(\Omega)$, where $\Omega \subset \mathbb{R}^{n}$ is a measurable set with finite Lebesgue measure. Then

$$
\int_{\Omega}|a(x)|[v(x)]^{\gamma+\delta v} d x \leq\|a\|_{L^{\tau}}\|v\|_{L^{\sigma}}^{\frac{\sigma-\delta \tau^{\prime}}{\tau^{\prime}}}\left(\int_{\Omega}[v(x)]^{\sigma(v+1)} d x\right)^{\frac{\delta}{\sigma}}
$$

Proof. By Hölder inequality

$$
\int_{\Omega}|a| v^{\gamma+\delta v} d x \leq\|a\|_{L^{\tau}}\left(\int_{\Omega} v^{\gamma \tau^{\prime}+\delta \tau^{\prime} v} d x\right)^{\frac{1}{\tau^{\prime}}}
$$

Let us consider the two cases separately; $\gamma \leq \delta$ and $\gamma>\delta$. In the first case, since $\gamma \tau^{\prime} \leq \delta \tau^{\prime}$ and $v \geq 1$ we have $\int v^{\gamma \tau^{\prime}+\delta \tau^{\prime} v} d x \leq \int v^{\delta \tau^{\prime}(\nu+1)} d x$.

If $\delta \tau^{\prime}=\sigma$ we conclude; otherwise, we proceed with the chain of inequalities:

$$
\int_{\Omega} v^{\delta \tau^{\prime}(v+1)} d x \leq\left(\int_{\Omega} v^{\sigma(v+1)} d x\right)^{\frac{\delta \tau^{\prime}}{\sigma}}|\Omega|^{\frac{\sigma-\delta \tau^{\prime}}{\sigma}} \leq\left(\int_{\Omega} v^{\sigma(v+1)} d x\right)^{\frac{\delta \tau^{\prime}}{\sigma}}\left(\int_{\Omega} v^{\sigma} d x\right)^{\frac{\sigma-\delta \tau^{\prime}}{\sigma}} .
$$

Let us now deal with the case $\gamma>\delta$. We have $\int v^{\gamma \tau^{\prime}+\delta \tau^{\prime} \beta} d x \leq \int v^{\sigma-\delta \tau^{\prime}} v^{(\beta+1) \delta \tau^{\prime}}$ $d x$ and if $\delta \tau^{\prime}=\sigma$ we have done; otherwise, by Hölder inequality

$$
\int_{\Omega} v^{\sigma-\delta \tau^{\prime}} v^{(\beta+1) \delta \tau^{\prime}} d x \leq\left(\int_{\Omega} v^{\sigma} d x\right)^{\frac{\sigma-\delta \tau^{\prime}}{\sigma}}\left(\int_{\Omega} v^{(\nu+1) \sigma} d x\right)^{\frac{\delta \tau^{\prime}}{\sigma}}
$$

and we get the thesis.
Proof of Theorem 2.3 We split the proof into steps. Without loss of generality we assume that the functions $a_{i}, b_{i}, i=1,2,3$, in (H2) are a.e. greater than or equal to 1 .

Step 1. We define a sequence of test functions $\left(\varphi_{k}\right)_{k}$ to insert in (2.8), with $\varphi_{k} \in W^{1,\left(p_{1}, \ldots, p_{n}\right)}\left(\Omega ; \mathbb{R}^{m}\right)$ and supp $\varphi_{k} \Subset \Omega$. Fix a ball $B_{R_{0}}\left(x_{0}\right) \Subset \Omega$. Notice that when it is obvious by the context, we write $B_{r}$ and $W^{1,\left(p_{1}, \ldots, p_{n}\right)}\left(B_{r}\right)$ in place of $B_{r}\left(x_{0}\right)$ and $W^{1,\left(p_{1}, \ldots, p_{n}\right)}\left(B_{r}\left(x_{0}\right) ; \mathbb{R}^{m}\right)$. Let us assume $0<\rho<R \leq R_{0}$ and let $\eta \in C_{c}^{\infty}(\Omega)$ be a cut-off function, satisfying the following assumptions:

$$
\begin{equation*}
0 \leq \eta \leq 1, \quad \eta \equiv 1 \text { in } B_{\rho}, \quad \operatorname{supp} \eta \Subset B_{R}, \quad|D \eta| \leq \frac{2}{R-\rho} \tag{3.3}
\end{equation*}
$$

Let us approximate the identity function id : $\mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$with an increasing sequence of $C^{1}$ functions $g_{k}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$, such that $g_{k}(t)=\left\{\begin{array}{ll}0 & \text { for all } t \in\left[0, \frac{1}{k+1}\right] \\ k & \text { for all } t \geq k,\end{array} \quad 0 \leq g_{k}^{\prime}(t) \leq 2\right.$ and $g_{k}^{\prime}(t) t \leq g_{k}(t)+\frac{2}{k} \quad$ in $\mathbb{R}_{+}$.

Notice that the last inequality can be assumed since the restriction of $g_{k}$ to the interval $\left[\frac{1}{k+1}, k\right]$ can be seen as a smooth approximation of the linear function $G_{k}(t)=\frac{k(k+1)}{k(k+1)-1}\left(t-\frac{1}{k+1}\right)$, whose graph is the line of the plane connecting $\left(\frac{1}{k+1}, 0\right)$ and $(k, k)$ and $G_{k}$ satisfies $G_{k}^{\prime}(t) t \leq G_{k}(t)+\frac{1}{k}$. Fixed $h=1, \ldots, n, k \in \mathbb{N}$ and $v>0$, let $\Phi_{k, \nu}^{(h)}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be the increasing function defined as

$$
\Phi_{k, v}^{(h)}(t):=g_{k}\left(t^{p_{h} \nu}\right)
$$

By (3.4) we obtain

$$
\begin{equation*}
\left(\Phi_{k, v}^{(h)}\right)^{\prime}(t) t \leq p_{h} v\left\{\Phi_{k, v}^{(h)}(t)+\frac{2}{k}\right\} \leq q v\left\{\Phi_{k, v}^{(h)}(t)+\frac{2}{k}\right\} \tag{3.5}
\end{equation*}
$$

Finally, define $\varphi_{k, v}^{(h)}: B_{R_{0}} \rightarrow \mathbb{R}^{m}$,

$$
\begin{equation*}
\varphi_{k, v}^{(h)}(x):=\Phi_{k, v}^{(h)}(|u(x)|) u(x)[\eta(x)]^{q} \quad \text { for every } x \in B_{R_{0}} . \tag{3.6}
\end{equation*}
$$

From now on, we write $\varphi_{k}^{(h)}$ and $\Phi_{k}^{(h)}$ instead of $\varphi_{k, v}^{(h)}$ and $\Phi_{k, v}^{(h)}$. We claim that

$$
\varphi_{k}^{(h)} \in W^{1,\left(p_{1}, \ldots, p_{n}\right)}\left(B_{R_{0}} ; \mathbb{R}^{m}\right), \quad \operatorname{supp} \varphi_{k}^{(h)} \Subset B_{R}
$$

Indeed, $\Phi_{k}^{(h)}$ is in $C^{1}\left(\mathbb{R}_{+}\right)$, bounded, because $\left\|\Phi_{k}^{(h)}\right\|_{L^{\infty}\left(\mathbb{R}_{+}\right)} \leq k$, and with bounded derivative. Precisely, if $a_{k}^{(h)}=(k+1)^{-\frac{1}{p_{h} \nu}}$ and $b_{k}^{(h)}=k^{\frac{1}{p_{h} \nu}}$, then

$$
\left(\Phi_{k}^{(h)}\right)^{\prime}(s)= \begin{cases}0 & \text { if } s \in \mathbb{R}_{+} \backslash\left[a_{k}^{(h)}, b_{k}^{(h)}\right] \\ p_{h} \nu g_{k}^{\prime}\left(s^{p_{h} \nu}\right) s^{p_{h} \nu-1} & \text { if } s \in\left[a_{k}^{(h)}, b_{k}^{(h)}\right]\end{cases}
$$

and
$\left\|\left(\Phi_{k}^{(h)}\right)^{\prime}\right\|_{L^{\infty}\left(\mathbb{R}_{+}\right)} \leq 2 p_{h} \nu\left\|s^{p_{h} \nu-1}\right\|_{L^{\infty}\left(a_{k}^{(h)}, b_{k}^{(h)}\right)}=2 p_{h} \nu \max \left\{\left[a_{k}^{(h)}\right]^{p_{h} \nu-1},\left[b_{k}^{(h)}\right]^{p_{h} \nu-1}\right\}<\infty$.
As a consequence, taking into account that $u \in W^{1,\left(p_{1}, \ldots, p_{n}\right)}\left(B_{R_{0}}\right)$ we have that $\Phi_{k}^{(h)}(|u|) u$ is in $W^{1,\left(p_{1}, \ldots, p_{n}\right)}\left(B_{R_{0}}\right)$ and the claim follows. By density arguments, we can use $\varphi_{k}^{(h)}$ in (3.6) as a test function in (2.8).

Step 2. Assume that $\eta$ is the cut-off function in Step 1. We aim to prove that for every $h=1, \ldots, n$ and every $v>0$

$$
\begin{align*}
& \frac{M_{3}}{4} \int_{B_{R}} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{p_{i}}|u|^{p_{h} \nu} \eta^{q} d x \\
& \leq \frac{c \max \{v, 1\}^{\frac{p^{\prime}}{\epsilon}}}{(R-\rho)^{q}} \int_{B_{R}}\left\{|u|^{q}+|u|^{1 / \delta}+\sum_{j=1}^{3} b_{j}|u|^{\gamma}+a_{3}|u|+\sum_{j=1}^{2} a_{j}\right\}|u|^{p_{h} \nu} d x \tag{3.7}
\end{align*}
$$

where $M_{3}=M_{1} m^{1-q}$ and $c$ is a positive constant depending on the data and $R_{0}$, but is independent of $v, R$ and $\rho$.
Insert $\varphi_{k}^{(h)}$ in (2.8) as test function. Notice that

$$
\left(\varphi_{k, v}^{(h)}\right)_{x_{i}}(x)=\sum_{\beta=1}^{m}\left(\Phi_{k}^{(h)}\right)^{\prime}(|u|) \frac{u^{\beta}}{|u|} u_{x_{i}}^{\beta} u \eta^{q}+\Phi_{k}^{(h)}(|u|) u_{x_{i}} \eta^{q}+q \Phi_{k}^{(h)}(|u|) u \eta^{q-1} \eta_{x_{i}} .
$$

We recall that $\left(\Phi_{k}^{(h)}\right)^{\prime}(s)=0$ in $\left[0, a_{k}^{(h)}\right]$. Then (2.8) implies

$$
\begin{align*}
I_{1}+I_{2}:= & \int_{B_{R}}\langle\tilde{a}(x, u, D u), D u\rangle \Phi_{k}^{(h)}(|u|) \eta^{q} d x \\
& +\int_{B_{R}} \sum_{i=1}^{n} \sum_{\alpha, \beta=1}^{m} \tilde{a}_{i}^{\alpha}(x, u, D u) u^{\alpha} \frac{u^{\beta}}{|u|} u_{x_{i}}^{\beta}\left(\Phi_{k}^{(h)}\right)^{\prime}(|u|) \eta^{q} d x \\
= & q \int_{B_{R}}\langle\tilde{a}(x, u, D u),-u \otimes D \eta\rangle \Phi_{k}^{(h)}(|u|) \eta^{q-1} d x \\
& -\int_{B_{R}}\langle f(x, u, D u), u\rangle \Phi_{k}^{(h)}(|u|) \eta^{q} d x=: I_{3}+I_{4}, \tag{3.8}
\end{align*}
$$

where $\tilde{a}=\left(\tilde{a}_{i}^{\alpha}\right)_{\substack{i=1, \ldots, n \\ \alpha=1, \ldots, m}}$ is matrix with entries

$$
\begin{equation*}
\tilde{a}_{i}^{\alpha}(x, u, \xi)=\sum_{j=1}^{n} a_{i j}(x, u, \xi) \xi_{j}^{\alpha}+b_{i}^{\alpha}(x, u, \xi) \tag{3.9}
\end{equation*}
$$

and we used the following notation: $u \otimes D \eta:=\left(u^{\alpha} \eta_{x_{i}}\right)_{\substack{i=1, \ldots, n \\ \alpha=1, \ldots, m}}$. Separately we consider and estimate $I_{i}, i=1, \ldots, 4$.

## Estimate of $I_{1}$

By (2.2) and Lemma 3.1 we easily get

$$
\begin{aligned}
\langle\tilde{a}(x, u, D u), D u\rangle & =\sum_{i, j=1}^{n} \sum_{\alpha=1}^{m} a_{i j}(x, u, D u) u_{x_{j}}^{\alpha} u_{x_{i}}^{\alpha}+\sum_{i=1}^{n} \sum_{\alpha=1}^{m} b_{i}^{\alpha}(x, u, D u) u_{x_{i}}^{\alpha} \\
& \geq M_{3} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{p_{i}}-\sum_{i=1}^{n}\left|b_{i}(x, u, D u)\right|\left|u_{x_{i}}\right| .
\end{aligned}
$$

By (2.4) and the Young inequality (applied first with exponent $p_{i}$ and then with exponent $\frac{1}{1-\epsilon}$ ) we obtain

$$
\begin{align*}
\left|b_{i}(x, u, D u)\right|\left|u_{x_{i}}\right| & \leq \frac{M_{3}}{8 n}\left|u_{x_{i}}\right|^{p_{i}}+c_{1}\left\{\sum_{j=1}^{n}\left|u_{x_{j}}\right|^{p_{j}(1-\epsilon)}+b_{2}(x)|u|^{\gamma}+a_{2}(x)\right\} \\
& \leq \frac{M_{3}}{4 n} \sum_{j=1}^{n}\left|u_{x_{j}}\right|^{p_{j}}+c_{2}\left\{b_{2}(x)|u|^{\gamma}+a_{2}(x)+1\right\} \tag{3.10}
\end{align*}
$$

with $c_{2}$ depending also on $\epsilon$. Therefore, defining $c_{3}=2 n c_{2}$ we get (recall that $\left.a_{i}, b_{i} \geq 1\right)$

$$
\begin{equation*}
I_{1} \geq \frac{3 M_{3}}{4} \int_{B_{R}} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{p_{i}} \Phi_{k}^{(h)}(|u|) \eta^{q} d x-c_{3} \int_{B_{R}}\left\{b_{2}|u|^{\gamma}+a_{2}\right\} \Phi_{k}^{(h)}(|u|) d x \tag{3.11}
\end{equation*}
$$

## Estimate of $I_{2}$

For a.e. $x \in\{|u|>0\}$

$$
\begin{aligned}
& \sum_{i=1}^{n} \sum_{\alpha, \beta=1}^{m} \tilde{a}_{i}^{\alpha}(x, u, D u) u^{\alpha} \frac{u^{\beta}}{|u|} u_{x_{i}}^{\beta} \\
& =\sum_{i, j=1}^{n} \sum_{\alpha, \beta=1}^{m} a_{i j}(x, u, D u) u_{x_{j}}^{\alpha} u^{\alpha} \frac{u^{\beta}}{|u|} u_{x_{i}}^{\beta}+\sum_{i=1}^{n} \sum_{\alpha, \beta=1}^{m} b_{i}^{\alpha}(x, u, D u) u^{\alpha} \frac{u^{\beta}}{|u|} u_{x_{i}}^{\beta} .
\end{aligned}
$$

By (2.2), with $\lambda_{i}=\sum_{\alpha=1}^{m} u^{\alpha} u_{x_{i}}^{\alpha}$, we have that

$$
\begin{align*}
\sum_{i, j=1}^{n} \sum_{\alpha, \beta=1}^{m} a_{i j}(x, u, D u) u_{x_{j}}^{\alpha} u^{\alpha} u^{\beta} u_{x_{i}}^{\beta} & =\sum_{i, j=1}^{n} a_{i j}(x, u, D u)\left\{\sum_{\alpha=1}^{m} u^{\alpha} u_{x_{j}}^{\alpha}\right\}\left\{\sum_{\alpha=1}^{m} u^{\alpha} u_{x_{i}}^{\alpha}\right\} \\
& \geq 0 . \tag{3.12}
\end{align*}
$$

Thus, by $\left(\Phi_{k}^{(h)}\right)^{\prime} \geq 0$ we have

$$
\begin{equation*}
\int_{B_{R}} \sum_{i, j=1}^{n} \sum_{\alpha, \beta=1}^{m} a_{i j}(x, u, D u) u_{x_{j}}^{\alpha} u^{\alpha} \frac{u^{\beta}}{|u|} u_{x_{i}}^{\beta}\left(\Phi_{k}^{(h)}\right)^{\prime}(|u|) \eta^{q} d x \geq 0 . \tag{3.13}
\end{equation*}
$$

The above inequality and (3.5) imply

$$
\begin{aligned}
I_{2} & \geq \int_{B_{R}} \sum_{i=1}^{n} \sum_{\alpha, \beta=1}^{m} b_{i}^{\alpha}(x, u, D u) u^{\alpha} \frac{u^{\beta}}{|u|} u_{x_{i}}^{\beta}\left(\Phi_{k}^{(h)}\right)^{\prime}(|u|) \eta^{q} d x \\
& \geq-\int_{B_{R}} \sum_{i=1}^{n}\left|b_{i}(x, u, D u)\right|\left|u_{x_{i}}\right|\left(\Phi_{k}^{(h)}\right)^{\prime}(|u|)|u| \eta^{q} d x \\
& \geq-q v \int_{B_{R}} \sum_{i=1}^{n}\left|b_{i}(x, u, D u)\right|\left|u_{x_{i}}\right|\left\{\Phi_{k}^{(h)}(|u|)+\frac{2}{k}\right\} \eta^{q} d x .
\end{aligned}
$$

Reasoning as done in (3.10), since $a_{2} \geq 1$

$$
\begin{align*}
& q v\left|b_{i}(x, u, D u)\right|\left|u_{x_{i}}\right| \leq \frac{M_{3}}{8 n}\left|u_{x_{i}}\right|^{p_{i}}+c_{4} M_{2} \max \{v, 1\}^{p^{\prime}} \\
& \quad \times\left\{\sum_{j=1}^{n}\left|u_{x_{j}}\right|^{p_{j}(1-\epsilon)}+b_{2}(x)|u|^{\gamma}+a_{2}(x)\right\} \\
& \quad \leq \frac{M_{3}}{4 n} \sum_{j=1}^{n}\left|u_{x_{j}}\right|^{p_{j}}+c_{5} \max \{v, 1\}^{\frac{p^{\prime}}{\epsilon}}\left\{b_{2}(x)|u|^{\gamma}+a_{2}(x)\right\} . \tag{3.14}
\end{align*}
$$

Thus, we obtain

$$
\begin{align*}
I_{2} \geq & -\frac{M_{3}}{4} \int_{B_{R}} \sum_{j=1}^{n}\left|u_{x_{j}}\right|^{p_{j}}\left\{\Phi_{k}^{(h)}(|u|)+\frac{2}{k}\right\} \eta^{q} d x \\
& -c_{5} n \max \{v, 1\}^{\frac{p^{\prime}}{\epsilon}} \int_{B_{R}}\left\{b_{2}|u|^{\gamma}+a_{2}\right\}\left\{\Phi_{k}^{(h)}(|u|)+\frac{2}{k}\right\} d x . \tag{3.15}
\end{align*}
$$

## Estimate of $I_{3}$

For a.e. $x \in B_{R_{0}}\left|u_{x_{j}}\right|^{p_{j}(1-\epsilon)} \leq \max \left\{\left|u_{x_{j}}\right|, 1\right\}^{p_{j}(1-\epsilon)} \leq\left|u_{x_{j}}\right|^{p_{j}}+1 \leq\left|u_{x_{j}}\right|^{p_{j}}+$ $a_{2}(x)$; therefore (2.4) implies

$$
\left|b_{i}(x, u, D u)\right| \leq 2 M_{2}\left\{\sum_{j=1}^{n}\left|u_{x_{j}}\right|^{p_{j}}+b_{2}(x)|u|^{\gamma}+a_{2}(x)\right\}^{1-\frac{1}{p_{i}}} \forall i
$$

Thus, the above inequality and (2.3) imply that for a.e. $x$

$$
\left|\tilde{a}_{i}(x, u, D u)\right| \leq 3 M_{2}\left\{\sum_{j=1}^{n}\left|u_{x_{j}}\right|^{p_{j}}+\left(b_{1}(x)+b_{2}(x)\right)|u|^{\gamma}+a_{1}(x)+a_{2}(x)\right\}^{1-\frac{1}{p_{i}}}
$$

By (2.3) and the properties of $\eta$ in (3.3) we obtain

$$
\begin{aligned}
& q\langle\tilde{a}(x, u, D u),-u \otimes D \eta\rangle \eta^{q-1} \leq \sum_{i=1}^{n} \frac{2 q \eta^{q-1}}{R-\rho}|u|\left|\tilde{a}_{i}(x, u, D u)\right| \\
& \leq \sum_{i=1}^{n} \frac{6 M_{2} q \eta^{q-1}}{R-\rho}|u|\left\{\sum_{j=1}^{n}\left|u_{x_{j}}\right|^{p_{j}}+\left(b_{1}(x)+b_{2}(x)\right)|u|^{\gamma}+a_{1}(x)+a_{2}(x)\right\}^{1-\frac{1}{p_{i}}} .
\end{aligned}
$$

Using the Young inequality and $\eta \leq 1$ we get

$$
\begin{aligned}
& \frac{6 M_{2} q \eta^{q-1}}{R-\rho}|u|\left\{\sum_{j=1}^{n}\left|u_{x_{j}}\right|^{p_{j}}+\left(b_{1}+b_{2}\right)|u|^{\gamma}+a_{1}+a_{2}\right\}^{1-\frac{1}{p_{i}}} \\
& =\frac{6 M_{2} q \eta^{\frac{q-p_{i}}{p_{i}}}}{R-\rho}|u|\left\{\eta^{q}\left(\sum_{j=1}^{n}\left|u_{x_{j}}\right|^{p_{j}}+\left(b_{1}+b_{2}\right)|u|^{\gamma}+a_{1}+a_{2}\right)\right\}^{1-\frac{1}{p_{i}}} \\
& \leq \frac{M_{3}}{8 n} \eta^{q}\left\{\sum_{j=1}^{n}\left|u_{x_{j}}\right|^{p_{j}}+\left(b_{1}+b_{2}\right)|u|^{\gamma}+a_{1}+a_{2}\right\}+\left\{\frac{c_{6}}{R-\rho}|u|\right\}^{p_{i}}
\end{aligned}
$$

with $c_{6}$ depending on $n, m, M_{1}, M_{2}, q$. Since

$$
\begin{aligned}
\sum_{i=1}^{n}\left\{\frac{c_{6}}{R-\rho}|u|\right\}^{p_{i}} & \leq \sum_{i=1}^{n}\left(\max \left\{\frac{c_{6}}{R-\rho}|u|, 1\right\}\right)^{p_{i}} \leq n\left(\left\{\frac{c_{6}}{R-\rho}|u|\right\}^{q}+1\right) \\
& \leq n\left(\left\{\frac{c_{6}}{R-\rho}|u|\right\}^{q}+a_{2}\right)
\end{aligned}
$$

we conclude that there exists $c_{7}>0$, possibly depending on $R_{0}$, such that

$$
\begin{aligned}
& q\langle\tilde{a}(x, u, D u),-u \otimes D \eta\rangle \eta^{q-1} \leq \\
& \leq \frac{M_{3}}{8} \eta^{q} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{p_{i}}+\left\{\frac{c_{7}}{R-\rho}\right\}^{q}\left\{|u|^{q}+\left(b_{1}+b_{2}\right)|u|^{\gamma}+a_{1}+a_{2}\right\}
\end{aligned}
$$

and the following estimate of $I_{3}$ follows:

$$
\begin{align*}
I_{3} \leq & \frac{M_{3}}{8} \int_{B_{R}} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{p_{i}} \Phi_{k}^{(h)}(|u|) \eta^{q} d x \\
& +\left\{\frac{c_{7}}{R-\rho}\right\}^{q} \int_{B_{R}}\left\{|u|^{q}+\left(b_{1}+b_{2}\right)|u|^{\gamma}+a_{1}+a_{2}\right\} \Phi_{k}^{(h)}(|u|) d x \tag{3.16}
\end{align*}
$$

## Estimate of $I_{4}$

Let us now deal with $I_{4}$. Using (2.5) we obtain

$$
\begin{aligned}
I_{4} & \leq \int_{B_{R}}\left\{M_{2} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{p_{i}(1-\delta)}|u|+b_{3}|u|^{\gamma}+a_{3}|u|\right\} \Phi_{k}^{(h)}(|u|) \eta^{q} d x \\
& \leq \int_{B_{R}}\left\{M_{2} \eta^{q} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{p_{i}(1-\delta)}|u|+b_{3}|u|^{\gamma}+a_{3}|u|\right\} \Phi_{k}^{(h)}(|u|) d x .
\end{aligned}
$$

By the Young inequality

$$
M_{2} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{p_{i}(1-\delta)}|u| \leq \frac{M_{3}}{8} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{p_{i}}+c_{8}|u|^{\frac{1}{\delta}},
$$

with $c_{8} \geq 1$ depending on $M_{1}, M_{2}, m, q, \delta$, we get

$$
\begin{equation*}
I_{4} \leq \frac{M_{3}}{8} \int_{B_{R}} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{p_{i}} \Phi_{k}^{(h)}(|u|) \eta^{q} d x+c_{8} \int_{B_{R}}\left\{|u|^{\frac{1}{\delta}}+b_{3}|u|^{\gamma}+a_{3}|u|\right\} \Phi_{k}^{(h)}(|u|) d x . \tag{3.17}
\end{equation*}
$$

## Conclusion of Step 2.

Collecting (3.11), (3.15), (3.16) and (3.17), the equality (3.8) gives

$$
\begin{aligned}
& \frac{M_{3}}{4} \int_{B_{R}} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{p_{i}}\left\{\Phi_{k}^{(h)}(|u|)-\frac{2}{k}\right\} \eta^{q} d x \leq c_{3} \int_{B_{R}}\left\{b_{2}|u|^{\gamma}+a_{2}\right\} \Phi_{k}^{(h)}(|u|) d x \\
& +c_{5} \max \{v, 1\}^{\frac{p^{\prime}}{\epsilon}} \int_{B_{R}}\left\{b_{2}|u|^{\gamma}+a_{2}\right\}\left\{\Phi_{k}^{(h)}(|u|)+\frac{2}{k}\right\} d x \\
& +\left\{\frac{c_{7}}{R-\rho}\right\}^{q} \int_{B_{R}}^{q}\left\{|u|^{q}+\left(b_{1}+b_{2}\right)|u|^{\gamma}+a_{1}+a_{2}\right\} \Phi_{k}^{(h)}(|u|) d x \\
& \quad+c_{8} \int_{B_{R}}\left\{|u|^{\frac{1}{\delta}}+b_{3}|u|^{\gamma}+a_{3}|u|\right\} \Phi_{k}^{(h)}(|u|) d x .
\end{aligned}
$$

Since the sequence $\Phi_{k}$ is increasing and, by Theorem $2.1,|u| \in L^{\bar{p}^{*}}$, we get (3.7) when $k$ goes to $\infty$.

Step 3. In this step we prove that

$$
\begin{equation*}
\left\{\int_{B_{\rho}} v^{\bar{p}^{*}(v+1)} d x\right\}^{\frac{1}{\bar{p}^{*}}} \leq\left\{\frac{c[v+1]^{q+\frac{p^{\prime}}{\epsilon}}}{[R-\rho]^{q}}\right\}^{\frac{1}{p}}\left\{1+\int_{B_{R_{0}}} v^{\bar{p}^{*}}\right\}^{\frac{\tilde{q}-p}{\bar{p}^{*} p}}\left\{\int_{B_{R}} v^{\tilde{q}(v+1)}\right\}^{\frac{1}{\bar{q}}} \tag{3.18}
\end{equation*}
$$

where

$$
v:=\max \{|u|, 1\}, \quad q \leq \tilde{q}:=\max \left\{\frac{1}{\delta}, \gamma s^{\prime}, q t^{\prime}\right\}<\bar{p}^{*}
$$

and $c$ is a positive constant depending on the data, $R_{0}$ and on the Lebesgue norms of $b_{i}$ and $a_{i}, i=1,2,3$. We point out that $c$ is independent of $v, R$ and $\rho$. We begin noticing that

$$
\begin{align*}
& \int_{B_{R}}\left|\left[\eta^{q}\left(|u|^{v+1}+1\right)\right]_{x_{h}}\right|^{p_{h}} d x \leq 2^{q-1}[v+1]^{q} \int_{B_{R}}\left\{|u|^{\nu}\left|u_{x_{h}}\right| \eta^{q}\right\}^{p_{h}} d x \\
& +2^{q-1} \int_{B_{R}}\left\{\left|\left[\eta^{q}\right]_{x_{h}}\right|\left(|u|^{\nu+1}+1\right)\right\}^{p_{h}} d x=J_{1}+J_{2} . \tag{3.19}
\end{align*}
$$

By (3.7) we can estimate $J_{1}$ as follows:

$$
\begin{align*}
& J_{1} \leq 2^{q-1}[v+1]^{q} \int_{B_{R}}\left\{|u|^{\nu}\left|u_{x_{h}}\right|\right\}^{p_{h}} \eta^{q} d x \leq 2^{q-1}[v+1]^{q} \int_{B_{R}} \sum_{i=1}^{n}\left|u_{x_{i}}\right|^{p_{i}}|u|^{p_{h} v} \eta^{q} d x \\
& \leq \frac{c_{9}[v+1]^{q+\frac{p^{\prime}}{\epsilon}}}{[R-\rho]^{q}} \int_{B_{R}}\left\{v^{\tilde{q}}+\sum_{j=1}^{3} b_{j} v^{\gamma}+a_{3} v+a_{1}+a_{2}\right\}|u|^{p_{h} v} d x \tag{3.20}
\end{align*}
$$

where we used that $\eta^{q p_{h}} \leq \eta^{q}$. Moreover, by the assumptions on $\eta$, see (3.3), $p_{h} \leq q$ and the Hölder inequality we have

$$
\begin{equation*}
J_{2} \leq \frac{c_{10}}{[R-\rho]^{q}}\left\{\int_{B_{R}} v^{\tilde{q}(v+1)} d x\right\}^{\frac{p_{h}}{\tilde{q}}} \tag{3.21}
\end{equation*}
$$

By (3.19)-(3.21) we obtain

$$
\begin{align*}
& \int_{B_{R}}\left|\left[\eta^{q}\left(|u|^{\nu+1}+1\right)\right]_{x_{h}}\right|^{p_{h}} d x \leq \frac{c_{10}}{(R-\rho)^{q}}\left\{\int_{B_{R}} v^{\tilde{q}(v+1)} d x\right\}^{\frac{p_{h}}{\tilde{q}}} \\
& \quad+\frac{c_{9}[v+1]^{q+\frac{p^{\prime}}{\epsilon}}}{[R-\rho]^{q}} \int_{B_{R}}\left\{v^{\tilde{q}}+\sum_{j=1}^{3} b_{j} v^{\gamma}+a_{3} v+a_{1}+a_{2}\right\} v^{p_{h} v} d x . \tag{3.22}
\end{align*}
$$

We remark that

$$
\begin{aligned}
& b_{1}, b_{2}, b_{3} \in L^{s}\left(B_{R_{0}}\right) \text { with }\left(\frac{\bar{p}^{*}}{\gamma}\right)^{\prime}<s \leq+\infty \text { and } \gamma s^{\prime} \leq \tilde{q}, \\
& a_{1}, a_{2}, a_{3} \in L^{t}\left(B_{R_{0}}\right) \text { with }\left(\frac{\bar{p}^{*}}{q}\right)^{\prime}<t \leq+\infty \text { and } q t^{\prime} \leq \tilde{q} .
\end{aligned}
$$

Thus, since $p_{h} \leq q \leq \tilde{q}$, we can repeatedly use Lemma 3.2 with $\delta=p_{h}, \sigma=\tilde{q}$ and suitable exponents $\gamma$ and $\tau$ :

$$
\int_{B_{R}} \sum_{j=1}^{3} b_{j} v^{\gamma+p_{h} v} d x
$$

$$
\begin{aligned}
& \leq c\left(\left\|b_{1}\right\|_{s},\left\|b_{2}\right\|_{s},\left\|b_{3}\right\|_{s}\right)\left\{\int_{B_{R_{0}}} v^{\tilde{q}}\right\}^{\frac{1}{s^{\prime}}-\frac{p_{h}}{\tilde{q}}}\left\{\int_{B_{R}} v^{\tilde{q}(v+1)}\right\}^{\frac{p_{h}}{\tilde{q}}}(\gamma=\gamma, \tau=s) \\
& \leq c\left(\left\|a_{1}\right\|_{t}, \| a_{2}\right) v^{p_{h} v} d x \\
& \int_{B_{R}} a_{3} v^{1+p_{h} v} d x
\end{aligned}
$$

$$
\leq c\left(\left\|a_{3}\right\|_{t}\right)\left\{\int_{B_{R_{0}}} v^{\tilde{q}}\right\}^{\frac{1}{t^{\prime}}-\frac{p_{h}}{q}}\left\{\int_{B_{R}} v^{\tilde{q}(\nu+1)}\right\}^{\frac{p_{h}}{\tilde{q}}} \quad(\gamma=1, \tau=t)
$$

and, by Hölder inequality,

$$
\int_{B_{R}} v^{\tilde{q}+p_{h} v} d x=\int_{B_{R}} v^{\tilde{q}-p_{h}} v^{p_{h}(v+1)} d x \leq\left\{\int_{B_{R_{0}}} v^{\tilde{q}}\right\}^{1-\frac{p_{h}}{\tilde{q}}}\left\{\int_{B_{R}} v^{\tilde{q}(v+1)}\right\}^{\frac{p_{h}}{\tilde{q}}} .
$$

Collecting these inequalities, by $\max \left\{\frac{1}{t^{\prime}}, \frac{1}{s^{\prime}}, 1\right\}=1$ there exists $c_{11}$ depending on $R_{0}$ and the Lebesgue norms of $a_{i}, b_{i}, i=1,2,3$, such that
$\int_{B_{R}}\left|\left[\eta^{q}\left(|u|^{\nu+1}+1\right)\right]_{x_{h}}\right|^{p_{h}} d x \leq \frac{c_{11}[\nu+1]^{q+\frac{p^{\prime}}{\epsilon}}}{[R-\rho]^{q}}\left\{1+\int_{B_{R_{0}}} v^{\tilde{q}}\right\}^{1-\frac{p_{h}}{\tilde{q}}}\left\{\int_{B_{R}} v^{\tilde{q}(\nu+1)}\right\}^{\frac{p_{h}}{\tilde{q}}}$.

If we choose $c_{12} \geq c_{11}$ large so that $\frac{c_{12}[\nu+1]^{q+\frac{p^{\prime}}{\epsilon}}}{R_{0}^{q}} \geq 1$ the above inequality, together with $p_{h} \geq p$, implies

$$
\begin{aligned}
& \left\{\int_{B_{R}}\left|\left[\eta^{q}\left(|u|^{\nu+1}+1\right)\right]_{x_{h}}\right|^{p_{h}} d x\right\}^{\frac{1}{p_{h}}} \\
& \leq\left\{\frac{c_{12}[v+1]^{q+\frac{p^{\prime}}{\epsilon}}}{[R-\rho]^{q}}\right\}^{\frac{1}{p}}\left\{1+\int_{B_{R_{0}}} v^{\tilde{q}}\right\}^{\frac{\tilde{q}-p}{p \tilde{q}}}\left\{\int_{B_{R}} v^{\tilde{q}(v+1)}\right\}^{\frac{1}{\tilde{q}}} .
\end{aligned}
$$

This inequality holds for every $h=1, \ldots, n$; therefore, we get

$$
\begin{aligned}
& \prod_{h=1}^{n}\left\{\int_{B_{R}}\left|\left[\eta^{q}\left(|u|^{\nu+1}+1\right)\right]_{x_{h}}\right|^{p_{h}} d x\right\}^{\frac{1}{p_{h}}} \\
& \quad \leq\left\{\frac{c_{12}[v+1]^{q+\frac{p^{\prime}}{\epsilon}}}{[R-\rho]^{q}}\right\}^{\frac{n}{p}}\left\{1+\int_{B_{R_{0}}} v^{\tilde{q}}\right\}^{n \frac{\tilde{q}-p}{p \tilde{q}}}\left\{\int_{B_{R}} v^{\tilde{q}(v+1)}\right\}^{\frac{n}{\tilde{q}}} .
\end{aligned}
$$

By Theorem 2.1 we get

$$
\begin{align*}
\left\{\int_{B_{\rho}} v^{\bar{p}^{*}(\nu+1)} d x\right\}^{\frac{1}{\bar{p}^{*}}} & \leq\left\{\int_{B_{\rho}}\left\{|u|^{v+1}+1\right\}^{\bar{p}^{*}} d x\right\}^{\frac{1}{\bar{p}^{*}}} \\
& \leq\left\{\int_{B_{R}}\left\{\eta^{q}\left(|u|^{\nu+1}+1\right)\right\}^{\bar{p}^{*}} d x\right\}^{\frac{1}{\bar{p}^{*}}} \\
& \leq\left\{\frac{c_{13}[v+1]^{q+\frac{p^{\prime}}{\epsilon}}}{[R-\rho]^{q}}\right\}^{\frac{1}{p}}\left\{1+\int_{B_{R_{0}}} v^{\tilde{q}}\right\}^{\frac{\tilde{q}-p}{\bar{q}}}\left\{\int_{B_{R}} v^{\tilde{q}(v+1)}\right\}^{\frac{1}{\tilde{q}}} \tag{3.23}
\end{align*}
$$

and by the Hölder inequality we get the conclusion (3.18).
Step 4. We prove the boundedness of $u$ and the estimate (2.9), using Moser's iteration technique. For all $h \in \mathbb{N}$ define $\nu_{h}=-1+\left(\frac{\bar{p}^{*}}{\tilde{q}}\right)^{h}, \rho_{h}=R_{0} / 2+R_{0} / 2^{h+1}$ and $R_{h}=R_{0} / 2+R_{0} / 2^{h}$. Notice that $\rho_{h}=R_{h+1}$ and $\bar{p}^{*}\left(v_{h}+1\right)=\tilde{q}\left(v_{h+1}+1\right)$; therefore, by (3.18), replacing $\nu, R$ and $\rho$ with $\nu_{h}, R_{h}$ and $\rho_{h}$, respectively, we have that $v \in L^{\tilde{q}\left(\nu_{h}+1\right)}\left(B_{R_{h}}\right)$ implies $v \in L^{\tilde{q}\left(\nu_{h+1}+1\right)}\left(B_{R_{h+1}}\right)$. Precisely,

$$
\begin{align*}
& \|v\|_{L^{\tilde{q}\left(v_{h+1}+1\right)}\left(B_{R_{h+1}}\right)}^{\nu_{h}+1}=\left\{\int_{B_{R_{h+1}}} v^{\tilde{q}\left(v_{h+1}+1\right)} d x\right\}^{\frac{1}{\bar{p}^{*}}}=\left\{\int_{B_{R_{h+1}}} v^{\bar{p}^{*}\left(v_{h}+1\right)} d x\right\}^{\frac{1}{\bar{p}^{*}}} \\
& \leq\left\{\frac{\left.c_{14} 2^{(h+1) q}\left[\frac{\bar{p}^{*}}{\tilde{q}}\right]^{h\left(q+\frac{p^{\prime}}{\epsilon}\right.}\right)}{R_{0}^{q}}\right\}^{\frac{1}{p}}\left\{1+\int_{B_{R_{0}}} v^{\bar{p}^{*}}\right\}^{\tilde{p}^{\frac{q}{p^{*} p}}}\left\{\int_{B_{R_{h}}} v^{\tilde{q}\left(v_{h}+1\right)} d x\right\}^{\frac{1}{q}} \\
& \leq\left[c_{15}\right]^{h}\left\{1+\int_{B_{R_{0}}} v^{\bar{p}^{*}}\right\}^{\frac{\tilde{q}-p}{\bar{p}^{*} p}}\|v\|_{L^{\tilde{q}\left(\nu_{h}+1\right)}\left(B_{R_{h}}\right)}^{v_{h}+1} \tag{3.24}
\end{align*}
$$

Thus,

$$
\|v\|_{L^{\tilde{q}\left(v_{h+1}+1\right)}\left(B_{R_{h+1}}\right)} \leq\left[c_{15}\right]^{h\left(\frac{\tilde{q}}{\bar{p}^{*}}\right)^{h}}\left\{1+\int_{B_{R_{0}}} v^{\bar{p}^{*}}\right\}^{\frac{\tilde{q}-p}{\tilde{p}^{*} p}\left(\frac{\tilde{q}}{\bar{p}^{*}}\right)^{h}}\|v\|_{L^{\tilde{q}\left(v_{h}+1\right)}\left(B_{R_{h}}\right)}
$$

Taking into account that $\tilde{q}\left(v_{1}+1\right)=\bar{p}^{*}$ and that $\frac{\tilde{q}-p}{\bar{p}^{*} p} \sum_{h=1}^{\infty}\left(\frac{\tilde{q}}{\bar{p}^{*}}\right)^{h}=\frac{\tilde{q}}{\bar{p}^{*} p} \frac{\tilde{q}-p}{\bar{p}^{*}-\tilde{q}}$, an iterated use of (3.24) implies

$$
\|v\|_{L^{\infty}\left(B_{R_{0} / 2}\right)} \leq c_{16}\left\{1+\int_{B_{R_{0}}} v^{\bar{p}^{*}}\right\}^{\frac{\tilde{q}}{\bar{p}^{*} p} \frac{\tilde{q}-p}{\bar{p}^{*}-\tilde{q}}}\|v\|_{L^{\bar{p}^{*}}\left(B_{R_{0}}\right)}
$$

Therefore, since $v=\max \{|u|, 1\}$ then

$$
\sup _{B_{R_{0} / 2}\left(x_{0}\right)}|u| \leq c_{17}\left\{\int_{B_{R_{0}}}(|u|+1)^{\bar{p}^{*}} d x\right\}^{\frac{1+\theta}{\bar{p}^{*}}}
$$

with $\theta=\frac{\tilde{q}}{p} \frac{\tilde{q}-p}{\bar{p}^{*}-\tilde{q}}$ and we get the thesis.

## 4. Boundedness under $p, q$-growth

In this section we deal with the system (2.1), assuming a suitable $p, q$-growth with $1<p \leq q$. For the sake of simplicity we use the following notations

$$
a=\left(a_{i}^{\alpha}\right)_{\substack{i=1, \ldots, n \\ \alpha=1, \ldots, m}} \quad a_{i}^{\alpha}(x, u, \xi):=\sum_{j=1}^{n} a_{i j}(x, u, \xi) \xi_{j}^{\alpha} \quad \forall i=1, \ldots, n, \quad \alpha=1, \ldots, m
$$

and similarly for $b=\left(b_{i}^{\alpha}\right)$. We assume that the following inequalities hold for a.e. $x \in \Omega$ and for every $u \in \mathbb{R}^{m}, \xi \in \mathbb{R}^{m \times n}, \lambda=\left(\lambda_{i}\right)_{i=1, \ldots, n} \in \mathbb{R}^{n}$
(A1) (ellipticity condition)

$$
\begin{equation*}
\sum_{i, j=1}^{n} a_{i j}(x, u, \xi) \lambda_{i} \lambda_{j} \geq M_{1} \sum_{i=1}^{n} \lambda_{i}^{2}\left|\xi_{i}\right|^{p-2} \tag{4.1}
\end{equation*}
$$

(A2) (growth conditions)

$$
\begin{align*}
&|a(x, u, \xi)| \leq M_{2}\left\{|\xi|^{q-1}+b_{1}(x)|u|^{\frac{\gamma}{p^{\prime}}}+a_{1}(x)\right\}  \tag{4.2}\\
&|b(x, u, \xi)| \leq M_{2}\left\{|\xi|^{(p-1)(1-\epsilon)}+b_{2}(x)|u|^{\frac{\gamma}{p^{\prime}}}+a_{2}(x)\right\}  \tag{4.3}\\
&|f(x, u, \xi)| \leq M_{2}\left\{|\xi|^{p(1-\delta)}+b_{3}(x)|u|^{\gamma-1}+a_{3}(x)\right\}, \tag{4.4}
\end{align*}
$$

for some positive constants $M_{1}, M_{2}, 1<\gamma<p^{*}, 0<\epsilon<1, \frac{1}{p^{*}}<\delta<1$ and, for $i=1,2,3$,

$$
\begin{aligned}
& b_{1}^{p^{\prime}}, b_{2}^{p^{\prime}}, b_{3} \in L_{\mathrm{loc}}^{s}(\Omega) \text { with }\left(\frac{p^{*}}{\gamma}\right)^{\prime}<s \leq+\infty, \\
& a_{1}^{p^{\prime}}, a_{2}^{p^{\prime}}, a_{3} \in L_{\mathrm{loc}}^{t}(\Omega) \text { with }\left(\frac{p^{*}}{p}\right)^{\prime}<t \leq+\infty .
\end{aligned}
$$

Theorem 4.1. Let (A1) and (A2) hold. Assume also that either

$$
\begin{equation*}
\langle a(x, u, \xi)-a(x, u, \eta), \xi-\eta\rangle \geq 0 \quad \forall \xi, \eta \in \mathbb{R}^{n \times m} \text { and } q<p \frac{n-1}{n-p} \text { if } p<n \tag{4.5}
\end{equation*}
$$

or there exists a Carathéodory function $A: \Omega \times \mathbb{R}^{m} \times \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}, t \rightarrow A(x, u, t) t$ increasing, such that
$a_{i j}(x, u, \xi)=A(x, u,|\xi|) \delta_{i j} \quad \forall i, j=1, \ldots, n, \quad \forall \xi \in \mathbb{R}^{n \times m}$ and $q<p^{*} \quad$ if $p<n$.

Then any weak solution $u \in W_{\mathrm{loc}}^{1, q}\left(\Omega ; \mathbb{R}^{m}\right)$ to (2.1) is locally bounded. Moreover, for every $B_{R}\left(x_{0}\right) \Subset \Omega$ there exists a constant $c>0$ such that

$$
\begin{equation*}
\sup _{B_{R / 2}\left(x_{0}\right)}|u| \leq c\left\{\int_{B_{R}\left(x_{0}\right)}(|u|+1)^{p^{*}} d x\right\}^{\frac{1+\theta}{p^{*}}} \tag{4.7}
\end{equation*}
$$

where $\theta=\frac{\tilde{q}}{p} \frac{\tilde{q}-p}{p^{*}-\tilde{q}}$ with $\tilde{q}=\max \left\{q \frac{p^{\prime}}{q^{\prime}}, \frac{1}{\delta}, \gamma s^{\prime}, p t^{\prime}\right\}$ if (4.5) holds, otherwise $\tilde{q}=\max \left\{q, \frac{1}{\delta}, \gamma s^{\prime}, p t^{\prime}\right\}$ if (4.6) holds.
Remark 4.2. Inequality (4.1) implies

$$
\begin{equation*}
\langle a(x, u, \xi), \xi\rangle=\sum_{i, j=1}^{n} \sum_{\alpha=1}^{m} a_{i j}(x, u, \xi) \xi_{j}^{\alpha} \xi_{i}^{\alpha} \geq M_{1} n^{1-p}|\xi|^{p} \quad \forall \xi \in \mathbb{R}^{m \times n} \tag{4.8}
\end{equation*}
$$

Notice that if (4.6) holds then

$$
\begin{equation*}
\langle a(x, u, \xi), \eta\rangle=A(x, u,|\xi|)\langle\xi, \eta\rangle \quad \forall \xi, \eta \in \mathbb{R}^{m \times n} \tag{4.9}
\end{equation*}
$$

so the inequality (4.8) is equivalent to

$$
\begin{equation*}
A(x, u,|\xi|)|\xi|^{2} \geq M_{1} n^{1-p}|\xi|^{p} \tag{4.10}
\end{equation*}
$$

Moreover, under the structure assumption (4.6) we have that the growth condition (4.2) is equivalent to

$$
\begin{equation*}
A(x, u,|\xi|)|\xi| \leq M_{2}\left\{|\xi|^{q-1}+b_{1}(x)|u|^{\frac{\gamma}{p^{\prime}}}+a_{1}(x)\right\} \tag{4.11}
\end{equation*}
$$

By the monotonicity assumption on $A$ it is easy to prove that

$$
\begin{equation*}
A(x, u,|\xi|)\langle\xi, \eta\rangle \leq A(x, u,|\xi|)|\xi||\eta| \leq A(x, u,|\xi|)|\xi|^{2}+A(x, u,|\eta|)|\eta|^{2} \tag{4.12}
\end{equation*}
$$

or equivalently

$$
\begin{aligned}
& \sum_{i, j=1}^{n} \sum_{\alpha=1}^{m} a_{i j}(x, u, \xi) \xi_{j}^{\alpha} \eta_{i}^{\alpha} \leq \sum_{i, j=1}^{n} \sum_{\alpha=1}^{m} a_{i j}(x, u, \xi) \xi_{i}^{\alpha} \xi_{j}^{\alpha} \\
& +\sum_{i, j=1}^{n} \sum_{\alpha=1}^{m} a_{i j}(x, u, \eta) \eta_{i}^{\alpha} \eta_{j}^{\alpha} \quad \forall \xi, \eta \in \mathbb{R}^{m \times n} .
\end{aligned}
$$

Proof of Theorem 4.1 The scheme of the proof is analogous to the proof of Theorem 2.3. Also in this case, without loss of generality we assume that the functions $a_{i}, b_{i}, i=1,2,3$, in (4.2)-(4.4) are a.e. greater than or equal to 1 . We split the proof into steps.

Step 1. We define a sequence of test functions $\left(\varphi_{k}\right)_{k}$. Consider $B_{R_{0}}\left(x_{0}\right) \Subset$ $\Omega, 0<r \leq R \leq R_{0}, \eta \in C_{c}^{\infty}\left(B_{R}\right)$ and the increasing sequence of $C^{1}$ functions $g_{k}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$as in the proof of Theorem 2.3. Fixed $k \in \mathbb{N}$ and $v \geq 0$, let $\Phi_{k, v}: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$be the increasing function $\Phi_{k, v}(t):=g_{k}\left(t^{p \nu}\right)$. Notice that as in (3.5) we have

$$
\begin{equation*}
\left(\Phi_{k, v}\right)^{\prime}(t) t \leq p v\left\{\Phi_{k, v}(t)+\frac{2}{k}\right\} . \tag{4.13}
\end{equation*}
$$

Finally, define $\varphi_{k, v}(x):=\Phi_{k, v}(|u(x)|) u(x)[\eta(x)]^{\mu}$ for every $x \in B_{R_{0}}$, with $\mu=$ $q \frac{p^{\prime}}{q^{\prime}} \geq q$. Notice that $\varphi_{k, v}$ is in $W^{1, q}\left(B_{R_{0}} ; \mathbb{R}^{m}\right)$, supp $\varphi \Subset B_{R}$.

Step 2. We aim to prove that for every $v \geq 0, k \in \mathbb{N}$,

$$
\begin{align*}
& \frac{5}{8} \int_{B_{R}}\langle a(x, u, D u), D u\rangle\left\{\Phi_{k}(|u|)-\frac{1}{5 k}\right\} \eta^{\mu} d x \\
& \leq \mu \int_{B_{R}}\langle\tilde{a}(x, u, D u),-u \otimes D \eta\rangle \Phi_{k}(|u|) \eta^{\mu-1} d x \\
& \quad+c \max \{v, 1\}^{\frac{p^{\prime}}{\epsilon}} \int_{B_{R}}\left\{|u|^{\frac{1}{\delta}}+\left(b_{2}^{p^{\prime}}+b_{3}\right)|u|^{\gamma}+a_{3}|u|+a_{2}^{p^{\prime}}\right\}\left\{\Phi_{k}(|u|)+\frac{2}{k}\right\} d x, \tag{4.14}
\end{align*}
$$

where we used the notations in Step 2 of the proof of Theorem 2.3, see in particular (3.9). Using $\varphi_{k}$ as a test function in (2.8) we get

$$
\begin{align*}
I_{1}+I_{2}:= & \int_{B_{R}}\langle\tilde{a}(x, u, D u), D u\rangle \Phi_{k}(|u|) \eta^{\mu} d x \\
& +\int_{B_{R}} \sum_{i=1}^{n} \sum_{\alpha, \beta=1}^{m} \tilde{a}_{i}^{\alpha}(x, u, D u) u^{\alpha} \frac{u^{\beta}}{|u|} u_{x_{i}}^{\beta}\left(\Phi_{k}\right)^{\prime}(|u|) \eta^{\mu} d x \\
= & \mu \int_{B_{R}}\langle\tilde{a}(x, u, D u),-u \otimes D \eta\rangle \Phi_{k}(|u|) \eta^{\mu-1} d x \\
& -\int_{B_{R}}\langle f(x, u, D u), u\rangle \Phi_{k}(|u|) \eta^{\mu} d x=: I_{3}+I_{4} . \tag{4.15}
\end{align*}
$$

Now, we separately consider and estimate $I_{i}, i=1,2,4$.

## Estimate of $I_{1}$

By (4.3) the Young inequality (applied first with exponent $p$ and then with exponent $\frac{1}{1-\epsilon}$ ) and (4.8) we have that for some positive $\tau \ll 1$

$$
\begin{align*}
|\langle b(x, u, D u), D u\rangle| & \leq M_{2}\left\{|D u|^{(p-1)(1-\epsilon)}+b_{2}|u|^{\frac{\gamma}{p^{\prime}}}+a_{2}(x)\right\}|D u| \\
& \leq \tau|D u|^{p}+c_{\tau}\left\{|D u|^{p(1-\epsilon)}+b_{2}^{p^{\prime}}(x)|u|^{\gamma}+a_{2}^{p^{\prime}}(x)\right\} \\
& \leq \frac{M_{1}}{4 n^{p-1}}|D u|^{p}+c_{1}\left\{b_{2}^{p^{\prime}}(x)|u|^{\gamma}+a_{2}^{p^{\prime}}(x)+1\right\} \\
& \leq \frac{1}{4}\langle a(x, u, D u), D u\rangle+c_{2}\left\{b_{2}^{p^{\prime}}(x)|u|^{\gamma}+a_{2}^{p^{\prime}}(x)\right\} \tag{4.16}
\end{align*}
$$

with $c_{2}$ depending also on $\epsilon$. Thus,

$$
\begin{equation*}
I_{1} \geq \frac{3}{4} \int_{B_{R}}\langle a(x, u, D u), D u\rangle \Phi_{k}(|u|) \eta^{\mu} d x-c_{2} \int_{B_{R}}\left\{b_{2}^{p^{\prime}}|u|^{\gamma}+a_{2}^{p^{\prime}}\right\} \Phi_{k}(|u|) d x \tag{4.17}
\end{equation*}
$$

Estimate of $I_{2}$
As in the proof of Theorem 2.3, using (3.12) and (4.13) we have

$$
\begin{aligned}
I_{2} & \geq \int_{B_{R}} \sum_{i=1}^{n} \sum_{\alpha, \beta=1}^{m} b_{i}^{\alpha}(x, u, D u) u^{\alpha} \frac{u^{\beta}}{|u|} u_{x_{i}}^{\beta}\left(\Phi_{k}\right)^{\prime}(|u|) \eta^{\mu} d x \\
& \geq-\int_{B_{R}} p v|b(x, u, D u)||D u|\left\{\Phi_{k}(|u|)+\frac{2}{k}\right\} \eta^{\mu} d x
\end{aligned}
$$

Reasoning as in (3.14) and in (4.16), by (4.3) and the Young inequality it follows that

$$
p v|b(x, u, D u)||D u| \leq \frac{1}{16}\langle a(x, u, D u), D u\rangle+c_{3} \max \{v, 1\}^{\frac{p^{\prime}}{\epsilon}}\left\{b_{2}^{p^{\prime}}(x)|u|^{\gamma}+a_{2}^{p^{\prime}}(x)\right\} .
$$

Thus, we obtain

$$
\begin{align*}
I_{2} \geq & -\frac{1}{16} \int_{B_{R}}\langle a(x, u, D u), D u\rangle\left\{\Phi_{k}(|u|)+\frac{2}{k}\right\} \eta^{\mu} d x \\
& -c_{3} \max \{v, 1\}^{\frac{p^{\prime}}{\epsilon}} \int_{B_{R}}\left\{b_{2}^{p^{\prime}}(x)|u|^{\gamma}+a_{2}^{p^{\prime}}(x)\right\}\left\{\Phi_{k}(|u|)+\frac{2}{k}\right\} d x \tag{4.18}
\end{align*}
$$

Estimate of $I_{4}$
Let us now deal with $I_{4}$. Using (4.4) we obtain

$$
I_{4} \leq M_{2} \int_{B_{R}}\left\{\eta^{\mu}|D u|^{p(1-\delta)}|u|+b_{3}|u|^{\gamma}+a_{3}|u|\right\} \Phi_{k}(|u|) d x .
$$

Now, let us estimate the right-hand side using the Young inequality and (4.8). We have that there exists $c_{4}$, depending on $M_{1}, M_{2}, n, p, \delta$, such that for a.e. $x$

$$
M_{2}|D u|^{p(1-\delta)}|u| \leq \frac{M_{1}}{16 n^{p-1}}|D u|^{p}+c_{4}|u|^{\frac{1}{\delta}} \leq \frac{1}{16}\langle a(x, u, D u), D u\rangle+c_{4}|u|^{\frac{1}{\delta}} .
$$

Therefore,

$$
\begin{equation*}
I_{4} \leq \frac{1}{16} \int_{B_{R}}\langle a(x, u, D u), D u\rangle \Phi_{k}(|u|) \eta^{\mu} d x+c_{4} \int_{B_{R}}\left\{|u|^{\frac{1}{\delta}}+b_{3}|u|^{\gamma}+a_{3}|u|\right\} \Phi_{k}(|u|) d x . \tag{4.19}
\end{equation*}
$$

Collecting (4.15), (4.17), (4.18) and (4.19) we get

$$
\begin{align*}
& \frac{5}{8} \int_{B_{R}}\langle a(x, u, D u), D u\rangle\left\{\Phi_{k}(|u|)-\frac{1}{5 k}\right\} \eta^{\mu} d x \\
& \leq I_{3}+c_{5} \max \{v, 1\}^{\frac{p^{\prime}}{\epsilon}} \int_{B_{R}}\left\{|u|^{\frac{1}{\delta}}+\left(b_{2}^{p^{\prime}}+b_{3}\right)|u|^{\gamma}+a_{3}|u|+a_{2}^{p^{\prime}}\right\}\left\{\Phi_{k}(|u|)+\frac{2}{k}\right\} d x \tag{4.20}
\end{align*}
$$

and the claim follows.
Step 3. In this step we provide two different estimates of $I_{3}$ depending on whether (4.5) or (4.6) holds true. We recall that

$$
I_{3}=\mu \int_{B_{R}}\langle a(x, u, D u)+b(x, u, D u),-u \otimes D \eta\rangle \Phi_{k}(|u|) \eta^{\mu-1} d x
$$

Estimate of $I_{3}$ under assumption (4.5) For a.e. $x \in B_{R_{0}} \cap\{\eta \neq 0\}$ by (4.5) with $\xi=D u(x)$ and $\eta=-8 \mu u(x) \otimes \frac{D \eta(x)}{\eta(x)}$, we obtain

$$
\begin{align*}
& \mu\langle a(x, u, D u),-u \otimes D \eta\rangle \eta^{\mu-1}=\frac{\eta^{\mu}}{8}\left\langle a(x, u, D u),-8 \mu u \otimes \frac{D \eta}{\eta}\right\rangle \\
& \leq \\
& \quad \frac{\eta^{\mu}}{8}\langle a(x, u, D u), D u\rangle+\frac{\eta^{\mu}}{8}\left\langle a\left(x, u,-8 \mu u \otimes \frac{D \eta}{\eta}\right),-8 \mu u \otimes \frac{D \eta}{\eta}\right\rangle  \tag{4.21}\\
& \quad-\frac{\eta^{\mu}}{8}\left\langle a\left(x, u,-8 \mu u \otimes \frac{D \eta}{\eta}\right), D u\right\rangle .
\end{align*}
$$

By (4.2) and the assumptions on $\eta$, see (3.3),

$$
\begin{align*}
& \frac{\eta^{\mu}}{8}\left\langle a\left(x, u,-8 \mu u \otimes \frac{D \eta}{\eta}\right),-8 \mu u \otimes \frac{D \eta}{\eta}\right\rangle \\
& \leq 8^{q-1} \mu^{q} \eta^{\mu} M_{2}\left\{\left|u \otimes \frac{D \eta}{\eta}\right|^{q}+\left(b_{1}|u|^{\frac{\gamma}{p^{\prime}}}+a_{1}\right)\left|u \otimes \frac{D \eta}{\eta}\right|\right\} \\
& \leq \frac{c_{6}}{(R-\rho)^{q}}\left\{|u|^{q}+b_{1}|u|^{\frac{\nu}{p^{\prime}}}+1\right.  \tag{4.22}\\
& \\
& \left.\hline a_{1}|u|\right\} \leq \frac{c_{7}}{(R-\rho)^{q}}\left\{|u|^{q}+|u|^{p}+b_{1}^{p^{\prime}}|u|^{\gamma}+a_{1}^{p^{\prime}}\right\}
\end{align*}
$$

with $c_{7}$ depending on $M_{2}, p, q$ and $R_{0}$. Notice that we used that $\mu \geq q$ and $\frac{1}{(R-\rho)^{a}} \leq \frac{R_{0}^{b-a}}{(R-\rho)^{b}}$ if $0<a<b$. Let us now estimate the last term in (4.21) using (4.2) once more. We get

$$
\begin{align*}
& -\frac{\eta^{\mu}}{8}\left\langle a\left(x, u,-8 \mu u \otimes \frac{D \eta}{\eta}\right), D u\right\rangle \\
& \quad \leq \frac{c_{8}}{(R-\rho)^{q-1}} \eta^{\mu-q+1}|D u|\left\{|u|^{q-1}+b_{1}|u|^{\frac{\gamma}{p^{\prime}}}+a_{1}\right\} \tag{4.23}
\end{align*}
$$

with $c_{8}$ depending on $M_{2}, p, q$. To estimate the term at the right-hand side of (4.23) we use the Young inequality and (4.8) (notice that $\eta^{\mu-q+1}=\eta^{\frac{\mu}{p}} \eta^{\mu \frac{p-1}{p}-q+1}$ and that $\left.\mu \frac{p-1}{p}-q+1 \geq 0\right)$. Thus, for a.e. $x$

$$
\begin{align*}
& \left\{\eta^{\frac{\mu}{p}}|D u|\right\}\left\{\frac{c_{8}}{(R-\rho)^{q-1}} \eta^{\mu \frac{p-1}{p}-q+1}\left(|u|^{q-1}+b_{1}|u|^{\frac{\gamma}{p^{\prime}}}+a_{1}\right)\right\} \\
& \quad \leq \frac{M_{1}}{16 n^{p-1}} \eta^{\mu}|D u|^{p}+\frac{c_{9}}{(R-\rho)^{(q-1) p^{\prime}}}\left\{|u|^{(q-1) p^{\prime}}+b_{1}^{p^{\prime}}|u|^{\gamma}+a_{1}^{p^{\prime}}\right\} \\
& \quad \leq \frac{1}{16} \eta^{\mu}\langle a(x, u, D u), D u\rangle+\frac{c_{9}}{(R-\rho)^{(q-1) p^{\prime}}}\left\{|u|^{(q-1) p^{\prime}}+b_{1}^{p^{\prime}}|u|^{\gamma}+a_{1}^{p^{\prime}}\right\} . \tag{4.24}
\end{align*}
$$

As far as the integral

$$
\mu \int_{B_{R}}\langle b(x, u, D u),-u \otimes D \eta\rangle \Phi_{k}(|u|) \eta^{\mu-1} d x
$$

is concerned, reasoning as in (4.16) and using (4.3) and (4.8) we get

$$
\begin{align*}
& \mu\langle b(x, u, D u),-u \otimes D \eta\rangle \eta^{\mu-1} \\
& \quad \leq \frac{M_{1}}{16 n^{p-1}} \eta^{\mu}|D u|^{p}+\frac{c_{10}}{(R-\rho)^{p}}\left\{|u|^{p}+b_{2}^{p^{\prime}}|u|^{\gamma}+a_{2}^{p^{\prime}}\right\} \\
& \quad \leq \frac{1}{16} \eta^{\mu}\langle a(x, u, D u), D u\rangle+\frac{c_{10}}{(R-\rho)^{p}}\left\{|u|^{p}+b_{2}^{p^{\prime}}|u|^{\gamma}+a_{2}^{p^{\prime}}\right\} \tag{4.25}
\end{align*}
$$

Collecting (4.21)-(4.25) we get the following estimate of $I_{3}\left((q-1) p^{\prime} \geq q \geq p\right)$

$$
\begin{align*}
I_{3} \leq & \frac{1}{4} \int_{B_{R}}\langle a(x, u, D u), D u\rangle \Phi_{k}(|u|) \eta^{\mu} d x \\
& +\frac{c_{11}}{(R-\rho)^{(q-1) p^{\prime}}} \int_{B_{R}}\left\{|u|^{(q-1) p^{\prime}}+\left(b_{1}^{p^{\prime}}+b_{2}^{p^{\prime}}\right)|u|^{\gamma}+a_{1}^{p^{\prime}}+a_{2}^{p^{\prime}}\right\} \Phi_{k}(|u|) d x \tag{4.26}
\end{align*}
$$

Estimate of $I_{3}$ under assumption (4.6) By definition of $\tilde{a}(x, u, D u)$ in (3.9) and (4.9)

$$
\begin{align*}
\mu\langle\tilde{a}(x, u, D u),-u \otimes D \eta\rangle \eta^{\mu-1} \leq & \mu A(x, u,|D u|)\langle D u,-u \otimes D \eta\rangle \eta^{\mu-1} \\
& +\mu|b(x, u, D u)||u \otimes D \eta| \eta^{\mu-1} \tag{4.27}
\end{align*}
$$

By applying (4.12), with $\xi=D u(x)$ and $\eta=-8 \mu u(x) \otimes \frac{D \eta(x)}{\eta(x)}$,

$$
\begin{align*}
& \mu A(x, u,|D u|)\langle D u,-u \otimes D \eta\rangle \eta^{\mu-1}=\frac{\eta^{\mu}}{8} A(x, u,|D u|)\left\langle D u,-8 \mu u \otimes \frac{D \eta(x)}{\eta(x)}\right\rangle \\
& \quad \leq \frac{\eta^{\mu}}{8}\left\{A(x, u,|D u|)|D u|^{2}+A\left(x, u,\left|8 \mu u \otimes \frac{D \eta}{\eta}\right|\right)\left|8 \mu u \otimes \frac{D \eta}{\eta}\right|^{2}\right\} \tag{4.28}
\end{align*}
$$

Now, by (4.11) and the Young inequality

$$
\begin{align*}
& \frac{\eta^{\mu}}{8} A\left(x, u,\left|8 \mu u \otimes \frac{D \eta}{\eta}\right|\right)\left|8 \mu u \otimes \frac{D \eta}{\eta}\right|^{2} \\
& \quad \leq \mu \eta^{\mu} M_{2}\left\{(8 \mu)^{q-1}\left|u \otimes \frac{D \eta}{\eta}\right|^{q-1}+a_{1}(x)|u|^{\frac{\gamma}{p^{\prime}}}+a_{1}(x)\right\}\left|u \otimes \frac{D \eta}{\eta}\right| \\
& \quad \leq \frac{c_{12}}{(R-\rho)^{q}}|u|^{q}+\frac{c_{12}}{R-\rho}\left\{b_{1}(x)|u|^{\frac{\gamma}{p^{\prime}}+1}+a_{1}(x)|u|\right\} \\
& \quad \leq \frac{c_{13}}{(R-\rho)^{q}}\left\{|u|^{q}+|u|^{p}+b_{1}^{p^{\prime}}(x)|u|^{\gamma}+a_{1}^{p^{\prime}}(x)\right\} \tag{4.29}
\end{align*}
$$

with $c_{13}$ depending on $M_{2}, p, q$ and $R_{0}$. Taking into account (4.3) and reasoning as in (4.16) we get
$\mu|b(x, u, D u)||u \otimes D \eta| \eta^{\mu-1} \leq \frac{M_{1} \eta^{\mu}}{8 n^{p-1}}|D u|^{p}+\frac{c_{14}}{(R-\rho)^{p}}\left\{|u|^{p}+b_{2}^{p^{\prime}}|u|^{\gamma}+a_{2}^{p^{\prime}}\right\}$
which implies, by using (4.9) and (4.10),

$$
\begin{align*}
& \mu|b(x, u, D u) \| u \otimes D \eta| \eta^{\mu-1} \leq \frac{\eta^{\mu}}{8}\langle a(x, u, D u), D u\rangle \\
& \quad+\frac{c_{15}}{(R-\rho)^{(q-1) p^{\prime}}}\left\{|u|^{p}+b_{2}^{p^{\prime}}|u|^{\gamma}+a_{2}^{p^{\prime}}\right\} . \tag{4.30}
\end{align*}
$$

Collecting (4.27)-(4.30) we get the following estimate of $I_{3}$

$$
\begin{align*}
I_{3} \leq & \frac{1}{4} \int_{B_{R}}\langle a(x, u, D u), D u\rangle \Phi_{k}(|u|) \eta^{\mu} d x \\
& +\frac{c_{16}}{(R-\rho)^{(q-1) p^{\prime}}} \int_{B_{R}}\left\{|u|^{q}+|u|^{p}+\sum_{i=1}^{2} b_{i}^{p^{\prime}}|u|^{\gamma}+\sum_{i=1}^{2} a_{i}^{p^{\prime}}\right\} \Phi_{k}(|u|) d x, \tag{4.31}
\end{align*}
$$

which implies an inequality analogous to (4.26):

$$
\begin{align*}
I_{3} \leq & \frac{1}{4} \int_{B_{R}}\langle a(x, u, D u), D u\rangle \Phi_{k}(|u|) \eta^{\mu} d x \\
& +\frac{c_{17}}{(R-\rho)^{(q-1) p^{\prime}}} \int_{B_{R}}\left\{|u|^{q}+\left(b_{1}^{p^{\prime}}+b_{2}^{p^{\prime}}\right)|u|^{\gamma}+a_{1}^{p^{\prime}}+a_{2}^{p^{\prime}}\right\} \Phi_{k}(|u|) d x \tag{4.32}
\end{align*}
$$

Eventually, by (4.14), (4.26) and (4.32) we have

$$
\begin{aligned}
& \frac{3}{8} \int_{B_{R}}\langle a(x, u, D u), D u\rangle\left\{\Phi_{k}(|u|)-\frac{1}{3 k}\right\} \eta^{\mu} d x \\
& \quad \leq \frac{c_{18}[v+1]^{\frac{p^{\prime}}{\epsilon}}}{(R-\rho)^{(q-1) p^{\prime}}} \int_{B_{R}}\left\{|u|^{\theta}+|u|^{\frac{1}{\delta}}+\left(\sum_{i=1}^{2} b_{i}^{p^{\prime}}+b_{3}\right)|u|^{\gamma}+a_{3}|u|\right. \\
& \left.\quad+\sum_{i=1}^{2} a_{i}^{p^{\prime}}\right\}\left\{\Phi_{k}(|u|)+\frac{2}{k}\right\} d x,
\end{aligned}
$$

where

$$
\theta:=\left\{\begin{array}{cc}
(q-1) p^{\prime}=q \frac{p^{\prime}}{q^{\prime}} & \text { if }(4.5) \text { holds } \\
q & \text { if (4.6) holds. }
\end{array}\right.
$$

Since $\Phi_{k}(|u|) \rightarrow|u|^{p \nu}$ as $k$ go to $+\infty$, passing to the limit and using (4.8) we obtain

$$
\begin{align*}
& \int_{B_{R}}|D u|^{p}|u|^{p v} \eta^{\mu} d x \\
& \quad \leq \frac{c_{19}[v+1]^{\frac{p^{\prime}}{\epsilon}}}{(R-\rho)^{(q-1) p^{\prime}}} \int_{B_{R}}\left\{|u|^{\theta}+|u|^{\frac{1}{\delta}}+\left(\sum_{i=1}^{2} b_{i}^{p^{\prime}}+b_{3}\right)|u|^{\gamma}+a_{3}|u|+\sum_{i=1}^{2} a_{i}^{p^{\prime}}\right\}|u|^{p v} d x \tag{4.33}
\end{align*}
$$

where $c$ is a suitable positive constant depending on the data and $R_{0}$, but not on $v$.
Step 4. In this step we conclude. We follow the scheme of Steps 3 and 4 of the proof of Theorem 2.3, taking into account that now $p_{h}=p$ and that $a_{i}$ and $b_{i}$ are now replaced by $a_{i}^{p^{\prime}}$ and $b_{i}^{p^{\prime}}, i=1,2$, respectively. We limit ourselves to outline the main first inequalities. First we estimate the left-hand side in (4.33) proceeding
as in (3.19):

$$
\begin{aligned}
& \int_{B_{R}}\left|D\left[\eta^{\frac{\mu}{p}}\left(|u|^{\nu+1}+1\right)\right]\right|^{p} d x \\
& \quad \leq c_{20} \int_{B_{R}} \eta^{\mu-p}|D \eta|^{p}\left[|u|^{v+1}+1\right]^{p} d x+c_{20}[v+1]^{p} \int_{B_{R}}|D u|^{p}|u|^{p v} \eta^{\mu} d x \\
& \quad \leq \frac{c_{21}}{(R-\rho)^{p}} \int_{B_{R}}[\max \{|u|, 1\}]^{p+p v} d x+c_{20}[v+1]^{p} \int_{B_{R}}|D u|^{p}|u|^{p v} \eta^{\mu} d x \\
& \leq \frac{c_{22}}{(R-\rho)^{(q-1) p^{\prime}}} \int_{B_{R}}[\max \{|u|, 1\}]^{p+p v} d x+c_{20}[v+1]^{p} \int_{B_{R}}|D u|^{p}|u|^{p v} \eta^{\mu} d x
\end{aligned}
$$

with $c_{20}$ depending only on $p$ and $c_{22}$ depending also on $q$ and $R_{0}$. Then, defining $v:=\max \{|u|, 1\}$ and using the classical Sobolev imbedding theorem and (4.33) we get

$$
\begin{aligned}
& \left(\int_{B_{\rho}} v^{p^{*}(v+1)} d x\right)^{\frac{p}{p^{*}}} \leq\left(\int_{B_{R}}\left|\eta^{\frac{\mu}{p}}\left(|u|^{\nu+1}+1\right)\right|^{p^{*}} d x\right)^{\frac{p}{p^{*}}} \\
& \quad \leq c_{23} \int_{B_{R}}\left|D\left[\eta^{\frac{\mu}{p}}\left(|u|^{v+1}+1\right)\right]\right|^{p} d x \leq \frac{c_{24}[v+1]^{p+\frac{p^{\prime}}{\epsilon}}}{(R-\rho)^{(q-1) p^{\prime}}} \\
& \int_{B_{R}}\left\{|v|^{\theta+p v}+|v|^{\frac{1}{\delta}+p v}+\left(\sum_{i=1}^{2} b_{i}^{p^{\prime}}+b_{3}\right) v^{\gamma+p v}+a_{3} v^{1+p v}+\sum_{i=1}^{2} a_{i}^{p^{\prime}} v^{p v}\right\} d x .
\end{aligned}
$$

By Lemma 3.2 with $\delta=p, \sigma=\tilde{q}$ and a suitable choice of $\gamma$ and $\tau$, taking into account that $\max \left\{\frac{1}{t^{\prime}}, \frac{1}{s^{\prime}}, 1\right\}=1$, we obtain

$$
\left(\int_{B_{\rho}} v^{p^{*}(v+1)} d x\right)^{\frac{1}{p^{*}}} \leq \frac{c_{25}[v+1]^{1+\frac{1}{(p-1) \epsilon}}}{(R-\rho)^{\frac{q-1}{p-1}}}\left\{1+\int_{B_{R_{0}}} v^{\tilde{q}} d x\right\}^{\frac{\tilde{q}-p}{p \tilde{q}}}\left\{\int_{B_{R}} v^{\tilde{q}(v+1)}\right\}^{\frac{1}{q}}
$$

the analogue of (3.23). Taking into account that $\tilde{q}<p^{*}$, from now on the proof goes as in the previous section.

## References

[1] Acerbi, E., Mingione, G.: Regularity results for stationary electro-rheological fluids. Arch. Ration. Mech. Anal. 164, 213-259 (2002)
[2] Bildhauer, M., Fuchs, M.: Higher integrability of the gradient for vectorial minimizers of decomposable variational integrals. Manuscr. Math. 123, 269-283 (2007)
[3] Boccardo, L., Marcellini, P., Sbordone, C.: $L^{\infty}$-regularity for variational problems with sharp nonstandard growth conditions. Boll. Un. Mat. Ital. A 4, 219-225 (1990)
[4] Carozza, M., Leonetti, F., Passarelli di Napoli, A.: Vector valued minimizers of anisotropic functionals: fractional differentiability and estimate for the singular set. Manuscr. Math. 128, 51-68 (2009)
[5] Cianchi, A.: Local boundedness of minimizers of anisotropic functionals. Ann. Inst. Henri Poincaré Anal. Non Lin. 17, 147-168 (2000)
[6] Cupini, G., Marcellini, P., Mascolo, E.: Regularity under sharp anisotropic general growth conditions. Discr. Contin. Dyn. Syst. Ser. B 11, 66-86 (2009)
[7] Dall'Aglio, A., Mascolo, E.: $L^{\infty}$ estimates for a class of nonlinear elliptic systems with nonstandard growth. Atti Sem. Mat. Fis. Univ. Modena 50, 65-83 (2002)
[8] De Giorgi, E.: Un esempio di estremali discontinue per un problema variazionale di tipo ellittico. Boll. Un. Mat. Ital. (4) 1, 135-137 (1968)
[9] De Maria, B., Passarelli di Napoli, A.: Partial regularity for non autonomous functionals with non standard growth conditions. Calc. Var. Partial Differ. Equ. 38, 417439 (2010)
[10] Frehse, J.: Una generalizzazione di un controesempio di De Giorgi nella teoria delle equazioni ellittiche. Boll. Un. Mat. Ital. (4) 3, 998-1002 (1970)
[11] Frehse, J.: A discontinuous solution of a mildly nonlinear elliptic system. Math. Z. 134, 229-230 (1973)
[12] Fusco, N., Sbordone, C.: Local boundedness of minimizers in a limit case. Manuscr. Math. 69, 19-25 (1990)
[13] Fusco, N., Sbordone, C.: Some remarks on the regularity of minima of anisotropic integrals. Comm. Partial Differ. Equ. 18, 153-167 (1993)
[14] Giaquinta, M.: Multiple Integrals in the Calculus of Variations and Nonlinear Elliptic Systems, Annals of Mathematics Studies, 105. Princeton University Press, Princeton (1983)
[15] Giaquinta, M.: Growth conditions and regularity, a counterexample. Manuscr. Math. 59, 245-248 (1987)
[16] Giusti, E.: Direct Methods in the Calculus of Variations. World Scientific Publishing Co., Inc, River Edge (2003)
[17] Giusti, E., Miranda, M.: Un esempio di soluzioni discontinue per un problema di minimo relativo ad un integrale regolare del calcolo delle variazioni. Boll. Un. Mat. Ital. (4) 1, 219-226 (1968)
[18] Hildebrandt, S., Widman, K.: Some regularity results for quasilinear elliptic systems of second order. Math. Z. 142, 67-86 (1975)
[19] Hildebrandt, S., Widman, K.: On the Hölder continuity of weak solutions of quasilinear elliptic systems of second order. Ann. Sci. Norm. Super. Pisa Cl. Sci. (4) 4, 145-178 (1977)
[20] Krömer, S.: A priori estimates in $L^{\infty}$ for non-diagonal perturbed quasilinear systems. Ann. Sci. Norm. Super. Pisa Cl. Sci. (5) 8, 417-428 (2009)
[21] Ladyzhenskaya, O., Ural'tseva, N.: Linear and Quasilinear Elliptic Equations. Academic Press, New York (1968)
[22] Landes, R.: Some remarks on bounded and unbounded weak solutions of elliptic systems. Manuscr. Math. 64, 227-234 (1989)
[23] Landes, R.: On the regularity of weak solutions of certain elliptic systems. Calc. Var. Partial Differ. Equ. 25, 247-255 (2005)
[24] Lieberman, G.M.: The natural generalization of the natural conditions of Ladyzhenskaya and Ural'tseva for elliptic equations. Comm. Partial Differ. Equ. 16, 311-361 (1991)
[25] Lieberman, G.M.: Gradient estimates for anisotropic elliptic equations. Adv. Differ. Equ. 10, 767-812 (2005)
[26] Marcellini, P.: Regularity of minimizers of integrals in the calculus of variations with non standard growth conditions. Arch. Rational Mech. Anal. 105, 267-284 (1989)
[27] Marcellini, P.: Regularity and existence of solutions of elliptic equations with $p-$ $q$-growth conditions. J. Differ. Equ. 90, 1-30 (1991)
[28] Marcellini, P.: Regularity for elliptic equations with general growth conditions. J. Differ. Equ. 105, 296-333 (1993)
[29] Marcellini, P.: Everywhere regularity for a class of elliptic systems without growth conditions. Ann. Scuola Norm. Sup. Pisa Cl. Sci. 23, 1-25 (1996)
[30] Marcellini, P., Papi, G.: Nonlinear elliptic systems with general growth. J. Differ. Equ. 221, 412-443 (2006)
[31] Meier, M.: Boundedness and integrability properties of weak solutions of quasilinear elliptic systems. J. Reine Angew. Math. 333, 191-220 (1982)
[32] Mingione, G.: Regularity of minima: an invitation to the dark side of the calculus of variations. Appl. Math. 51, 355-426 (2006)
[33] Mingione, G.: Singularities of minima: a walk on the wild side of the calculus of variations. J. Glob. Optim. 40, 209-223 (2008)
[34] Nečas, J.: Example of an irregular solution to a nonlinear elliptic system with analytic coefficients and conditions for regularity. In: Kluge, R. (ed.) Theory of Nonlinear Operators (Proceedings of 4th International Summer School. Academy of Science, Berlin, 1975), pp. 197-206. Akademie-Verlag, Berlin (1977)
[35] Serrin, J.: Local behavior of solutions of quasi-linear equation. Acta Math. 111, 247-302 (1964)
[36] Serrin, J.: Isolated singularities of solutions of quasi-linear equations. Acta Math. 113, 219-240 (1965)
[37] Stroffolini, B.: Global boundedness of solutions of anisotropic variational problems. Boll. Un. Mat. Ital. A 5, 345-352 (1991)
[38] Šverák, V., Yan, X.: A singular minimizer of a smooth strongly convex functional in three dimensions. Calc. Var. Partial Differ. Equ. 10, 213-221 (2000)
[39] Talenti, G.: Boundedness of minimizers. Hokkaido Math. J. 19, 259-279 (1990)
[40] Troisi, M.: Teoremi di inclusione per spazi di Sobolev non isotropi. Ricerche di Mat. 18, 3-24 (1969)
[41] Uhlenbeck, K.: Regularity for a class of non-linear elliptic systems. Acta Math. 138, 219-240 (1977)

