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Abstract

We classify SO-invariant symmetric bilinear forms on tensor spaces, focusing
on special properties of Bombieri-Weyl form.

1 Scalar products on polynomials which are SO-invariant

Let V be a (n + 1)-dimensional real vector space on K (as usual K = R or C). Fix a
nondegenerate q ∈ Sym2V , we have a corresponding action of SO(V, q) = SO(V ) on
V . It is convenient to choose from the beginning a coordinate system such that q has
the standard Euclidean expression

q =

n∑
i=0

x2i .

In section on harmonic decomposition we saw how to extend the SO-action from
V to SymdV by the rule (gf)(x) = f(g−1x) for f ∈ SymdV , x ∈ V ∨, g ∈ SO(V ).
Equivalently , the action on powers is g · ld = (g · l)d, ∀l ∈ V .

It is important to recall that SymdV is a irreducible SL(V )-module but a re-
ducible SO(V )-module, according to the harmonic decomposition SymdV = ⊕i≥0Hd−2i
(*** quote precedent section). This feature allows to construct several different SO-
invariant scalar products on SymdV

The quadratic form q gives a symmetric bilinear nondegenerate form (v ·w), which
in the above coordinate system corresponds to (v·w) = vtw. We denote |v|2 = q(v, v) =
vtv.

We denote (α0, . . . , αn)! =
∏

(αi!) and for any partition α of d we denote the
multinomial coefficient

(
d
α

)
= d!

α! so that we have the expansion

(
n∑
i=0

lixi)
d =

∑
α

(
d

α

)
lαxα (1.1)

Theorem 1.1. 1. For any i = 0, . . . , bd/2c there is a unique SO-invariant bilinear
form on SymdV such that on decomposable elements

〈vd, wd〉i = (v · w)d−2i|v|2i|w|2i
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2. The expression of the bilinear form in 1. is the following. To any polynomial
p we associate the differential operator p̃ = p(∂0 . . . ∂n) and 〈p, f〉0 = 1

d! p̃(f) ,

〈p, f〉i = (d−2i)!
d!2

(̃∆ip)(∆if). In particular diff(xα, xβ) = ∂xβ

∂xα =

{
α! if α = β
0 if α 6= β

3. Every SO-invariant bilinear form is a linear combination of the 〈, 〉i in 1..

Remark 1.2. Note the products in 1. are not distinguished by the norm on decom-
posable tensors, indeed when v = w we get that 〈vd, vd〉i = (v · v)d does not depend on
i. Of course the norms on the whole space depend on i.

Proof. Define for i = 0 the product on the monomial basis by the formula in 2. Then
note that the scalar product 〈

(
d
α

)
xα,
(
d
α

)
xα〉0 =

(
d
α

)
so that by linearity

〈
∑
α

(
d

α

)
fαx

α,
∑
α

(
d

β

)
gβx

β〉0 =
∑
α

(
d

α

)
fαgα

and in the case fα = vα, gα = wα, corresponding to Newton expansion (1.1), the result
coincides with (v · w)d.

Now note that

∆i(vd) =
d!

(d− 2i)!
vd−2i|v|2i.

Then

̂(∆i(vd))∆i(wd)) =
d!2

((d− 2i)!)2
|v|2i|w|2iv̂d−2i(wd−2i) =

d!2

(d− 2i)!
|v|2i|w|2i(v · w)d−2i

So the formula in 2. satisfies 1. also for i > 0.
The SO-invariance is immediate from 1. Indeed if g ∈ SO(V ) then

〈g(vd), g(wd)〉i = (gv · gw)d−2i|gv|2i|gw|2i = (v · w)d−2i|v|2i|w|2i = 〈vd, wd〉i

3. For every irreducible SO-module H, the SO-representation Sym2H contains
a unique trivial summand, hence Sym2(SymdV ), which can be seen as the space of
symmetric invariant maps Hd⊕Hd−2⊕ . . .→ Hd⊕Hd−2⊕ . . . which contains at most
b(d+ 2)/2c trivial summands by Schur Lemma. Hence the linear combinations of 〈, 〉i
fill all the SO-invariant bilinear symmetric forms.

The case i = 0 is called the Bombieri-Weyl product and it is defined on decompos-
able elements by

〈vd, wd〉 = (v · w)d

Its expression is 1
d!diff(f, g) .

The product 〈, 〉i is nondegenerate on the summand ⊕j≥iHd−2j . The general linear
combination of 〈, 〉i is nondegenerate on the whole SymdV . Note any linear combination
of 〈, 〉i coincides with Bombieri-Weyl product 〈, 〉0 on the harmonic part Hd.
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Remark 1.3. Theorem 1.1 gives a proof of the First Fundamental Theorem of Invari-
ant theory for this special case. Namely, if q is a SO(V, q)-invariant bilinear symmetric
form

q : V × V → K,

then q(vd, wd) is a polynomial in q(v, w), q(v, v), q(w,w).

Remark 1.4. The M2 command for Bombieri-Weyl product is

diff(f,g)

The M2 commands for the i-th product of Theorem 1.1 are

q=sum_{i=0}^n x_i

diff(diff(q^i,f),diff(q^i,g))

A orthogonal basis for Bombieri-Weyl product is given by scaled monomials, namely
1√
α!
xα.

Theorem 1.5. Different summands of the harmonic decomposition are orthogonal for
any SO-invariant scalar product.

Proof. We prove the claim first for Bombieri-Weyl product. We may pick qavd−2a and
qbwd−2b with v, w isotropic, and we may assume by symmetry a > b. Then

〈qavd−2a, qbwd−2b〉 = ∂d−2av ∆a(qbwd−2b) = ∂d−2av ∆a−1(qb−1wd−2b) = . . .

. . . = ∂d−2av ∆a−bwd−2b = 0.

For the scalar product 〈, 〉i we have ∆iqavd−2a = qa−ivd−2a, ∆iqbwd−2b = qb−iwd−2b

and we reduce to previous case.

Remark 1.6. A consequence of Theorem 1.5 is that, given the harmonic decomposition

f =
∑
i=0

bd/2cqifi

of **, for any SO-invariant norm it follows from Pythagorean Theorem

|f |2 =
∑
i=0

bd/2c|qifi|2

1.1 The polyhedral structure in the real case

The only invariant for a bilinear complex form is its rank. Over reals we have a
finer invariant which is the signature. We are interested especially in positive definite
bilinear forms. Remind that semipositive bilinear form make a closed convex cone, with
interior part given by positive definite ones. The cone obtained cutting the semipositive
cone with a linear affine subspace is called a spectrahedron.
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Theorem 1.7. The spectrahedron of semipositive SO(V )-invariant bilinear forms on
SymdV is a polyhedral cone having bd+1

2 c vertices, corresponding to the Bombieri-Weyl
forms on each summand of harmonic decomposition, extended to zero.

Proof. Let SymdV = ⊕bd/2ci=0 qiHd−2i be the harmonic decomposition and for every

f =
∑bd/2c

i=0 qifi and i = 0, . . . bd/2c we may define 〈f, g〉BW,i = 〈fi, gi〉BW , which is a
SO-invariant bilinear form of rank =dimHd−2i. The convex envelope of these forms is
contained in the spectrahedron of semipositive SO(V )-invariant bilinear forms. Now
for any SO-invariant bilinear form we can consider its restriction to the orthogonal
(by Theorem 1.5) summands of orthogonal decomposition. Since these restrictions are
nonnegative scalar multiples of Bombieri-Weyl scalar product on each summand (by
Schur Lemma on the complexification, hence also over R), the result follows.

1.2 The complex Hermitian case

Lat V be a complex vector space equipped with a Hermitian scalar product q, which is
sesquilinear, Hermitian and positive definite. The corresponding unitary group U(V )
acts on SymdV

Proposition 1.8. The U(V )-module SymdV is irreducible. It is irreducible also as a
SU(V )-module.

Proof. Both the statements follow by the unitary trick and the analogous results for
GL(V ) and, respectively, SL(V ). In alternative, we show a geometric argument. It
is enough to prove the second statement. Assume dimV = n+ 1, then SU(V ) acts
transitively on the sphere S2n+1 ⊂ V . We claim that the d-Veronese span vd(S

2n−1) is
nondegenerate. Assume there is a real hyperplane H ⊂ V ⊗ R containing vd(S

2n−1) .
Then, posing zj = xj+iyj we have a homogeneous polynomial f(x0, . . . , xn, y0, . . . , yn)
which vanishes for any (x0, . . . , xn, y0, . . . , yn) such that

∑n
i=0(x

2
i + y2i ) = 1 and by the

homogeneity it vanishes for any (x0, . . . , xn, y0, . . . , yn) 6= 0, which implies f = 0.

Theorem 1.9. 1. There is a unique SU(V )-invariant Hermitian product on SymdV ,
up to positive scalar multiples. It is also U(V )-invariant and on decomposable
elements

〈vd, wd〉 = (v · w)d

2. The expression of the scalar product is 1
d!diff(f, g) where

∑
α gαx

α :=
∑

α gαx
α,

diff(xα, xβ) = ∂xβ

∂xα =

{
α! if α = β
0 if α 6= β

Proof. There is a technical issue here. The form is sesquilinear and it is an element of
SymdV ⊗ SymdV = SymdV ⊗ SymdV ∨. So, even id SymdV is not self-duel for n ≥ 2,
we get a map SymdV → SymdV which by Schur Lemma is a multiple of the identity
(the representation SymdV has complex type). A SU(V )-invariant Hermitian product
gives a SU(V )-equivariant map A : SymdV → SymdV . By Proposition
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Remark 1.10. If f g are harmonic of degree d−2k, then 〈qkf, qkg〉 is proportional to
〈f, g〉 for Bombieri-Weyl product. This follows since on harmonic summands there is
only one SO-invariant bilinear form, up to scalar multiples. Proportionality may fail
for not harmonic polynomials.

Note also, if v, w have norm 1, we have |v − w|2 = 2 − q(v, w) − q(w, v) = 2 −
Req(v, w) so that the ”round distance” defined as angle can be computed by Req(v, w).

For k = 2 it is q(A,B) = tr(ABH) and |A|2 = tr(AAH), note that AAH is
Hermitian matrix. But the distance is computed through Re tr ABH .

1.3 Exercises

1. The modules ∧2V and Sym2V are orthogonal for the scalar product tr(ABt) on
V ⊗ V .

2. The operator L = q∆: SymdV → SymdV of exercise ** regarding harmonic
decomposition is self-adjoint with respect to Bombieri-Weyl. This implies imme-
diately the orthogonality of the summands. Is L self adjoint with respect to any
orthogonally invariant scalar product ?

1.4 Complements for Bombieri-Weyl product on symmetric tensors

The following is one of the most useful properties of Bombieri-Weyl product, which
characterizes it

Proposition 1.11. (Bombieri-Weyl computes evaluation) For Bombieri-Weyl product

〈ld, f〉 = cf(l) for a nonzero scalar c

Proof. The property is true if f = md , so the result follows by expanding f as sum of
powers (Waring expansion).

Remark 1.12. In the same way, the product 〈∆ild,∆if is equal to c(∆if)(l) for a nonzero scalar c.

Proposition 1.13. Let 〈, 〉 be the Bombieri-Weyl product.

1. Let l, mi be linear forms. Then 〈ld,
∏
mi〉 =

∏
〈l,mi〉

2. Let li,mj be linear forms. Then〈
∏
li,
∏
mj〉 = 1

d!

∑
σ

∏
〈i,mσ(j)〉, i.e., up to

scalar multiples 〈
∏
li,
∏
mj〉 is the permanent of the Gram matrix 〈li,mj〉

Note indeed the permanent is invariant with respect to permutation of rows and/or
columns.

Proof. The proof of first item follows from the interpretation of Bombieri-Weyl product
as differentiation, indeed by SL(2)-action we may assume l = x0 and it is obvious that
∂d0(
∏d
i=1mi) = d!

∏d
i=1 (∂0mi). The second item follows the same pattern by iteration

of Leibniz rule. Another interpretation of the first item is with evaluation of second
factor at l.
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Remark 1.14. Let P ∈ SymdV,Q ∈ SymeV , then, according to the Bombieri-Weyl
norm, it holds the Bombieri inequality[Ze]√

d!e!

(d+ e)!
|P ||Q| ≤ |P ·Q| ≤ |P ||Q|

In the reference [Ze] there is a short proof, in the non homogeneous setting, and the
norm used is equivalent to our Bombieri-Weyl polynomials.

1.5 The binary case

Among all scalar products SO(2)-invariant there is one which is SL(2)-invariant when
d is even.

Proposition 1.15. On SymdC2 for d even the SL(2)-quadratical form is

〈f, g〉SL(2) =

d/2∑
i=0

(−1)i
(
d/2

i

)
〈f, g〉i

This coincides with the SL(2)-invariant quadric for the binary form of even degree d∑d
i=0 ai

(
d
i

)
xiyd−i which is

d/2−1∑
i=0

(−1)iaiad−i

(
d

i

)
+

1

2
a2d/2

(
d

d/2

)
=

1

2

d∑
i=0

(−1)iaiad−i

(
d

i

)
(1.2)

(note that the analogous expression in odd degree vanishes). Note that over the real
this quadratic form has signature (d/2, d/2 + 1), far from being positive (or negative)
definite. Indeed the equation (1.2) polarizes to

〈
d∑
i=0

ai

(
d

i

)
xiyd−i,

d∑
i=0

bi

(
d

i

)
xiyd−i〉 =

1

2

d∑
i=0

(−1)iaibd−i

(
d

i

)
,

which specializes to

〈(v0x+ v1y)d, (w0x+ w1y)d〉 =

d∑
i=0

(v0w1)
i(v1w0)

(d−i)
(
d

i

)
(−1)i = (v0w1 − v1w0)

d

which is called a transvectant ([Ot13, §4.3]).
This last expression is equal to

(
|v|2|w|2 − (v · w)2

)d/2
=

d/2∑
i=0

|v|2i|w|2i(v · w)d−2i
(
d/2

i

)
(−1)i
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1.6 Scalar products as integrals

In complex case we have, denoting by | | a Hermitian form on Cn+1 and f, g ∈
SymdCn+1

〈f, g〉C := (
i

2π
)n+1

∫
Cn+1

f(z)g(z)e−|z|
2
dz0∧dz0∧. . .∧dzn∧dzn = Cn

∫
Pn(C)

fgdσ (1.3)

where dσ is the Fubini-Study metric on Pn(C) induced by the Hermitian form and Cn
is a nonzero scalar. The scalar ( i

2π )n+1 is chosen in order to have the normalization
〈1, 1〉C = 1. According to this product, monomials are orthogonal but not orthonormal.

This product is different from Bombieri-Weyl in the sense that the result is always
real, but for real polynomials it has the same value !

The path to prove the integral expression is the following.

Lemma 1.16. According to (1.3) we have

〈zα, zβ〉 =

{
α! if α = β
0 if α 6= β

Hence on the monomial basis the result is proportional to Bombieri-Weyl and it follows
that Bombieri-Weyl scalar product on real polynomials has the integral representation
(1.3)

Proof. Replace zj = xj + iyj and i
2dzj ∧ dzj get

〈zα, zβ〉 =
n∏
j=0

1

π

∫
C

(xj + iyj)
αj (xj − iyj)βje−xJ

2−y2j dxjdyj =

n∏
j=0

1

π

∫ +∞

0

∫ 2π

0
ραj+βj+1e−ρ

2
(cos((αj − βj)θ) + i sin((αj − βj)θ)) dθdρ.

If α 6= β there exists αj 6= βj so that∫ 2π

0
cos((αj − βj)θ)dθ =

∫ 2π

0
sin((αj − βj)θ)dθ = 0

and we get 〈xα, xβ〉 = 0.
If α = β we get

〈zα, zα〉 =

n∏
j=0

1

π

∫ +∞

0

∫ 2π

0
ρ2αj+1e−ρ

2
dθdρ =

n∏
j=0

2

∫ +∞

0
ρ2αj+1e−ρ

2
dρ =

n∏
j=0

∫ +∞

0
tαje−tdt =

n∏
j=0

Γ(αj + 1) = α!
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When restricted to real polynomials, the scalar product in (1.3) lies in the interior
of the polyhedral cone defined in Theorem 1.7.

This result makes natural to consider another SO-invariant scalar product for real
polynomials, it is

〈f, g〉FSR :=

∫
Rn+1

f(x)g(x)e−|x|
2
dx (1.4)

According to this product, monomials are no more orthogonal. For example , if xα

and xβ have both all exponents being even, then from (1.4 it follows

〈xα, xβ〉FSR > 0

Anyway it follows from Theorem 1.5 that the summands of harmonic decomposition
are still orthogonal.

Due to homogeneity, the integral in (1.4) coincides, up to a scalar multiple, to the
same integral restricted to the sphere. This is meaningful in the case n = 1, where we
get the restriction to the unit circle.

An interpretation of this integral is that it gives a probability distribution on the
space of real polynomials. Indeed we can measure volumes of any measurable subset
of SymdRn+1, and in particular of cones. On a real or complex Hilbert space W it is
defined the volume form

(2π)−
dimRW

2 e−〈x,x〉dµ

Changing the scalar product amounts to fix that the probability distribution of
a polynomial f =

∑
fαx

α is prescribed by a Gaussian normal distribution, for each
coefficient aα, with prescribed variance. Different scalar product amount simply to

different variances. Bombieri-Weyl product amounts to the variance
√(

d
α

)
. WhenW =

SymdV any orthogonally invariant scalar product gives an interesting volume form,
accordingly we can measure volumes of subsets of SymdV . One interesting application
is to compute the expected value of real zeroes of a homogeneous polynomial of degree
d in two variables.

This changes accordingly to the scalar product chosen in the polyhedral cone of
Theorem 1.7.

The degenerate cases on the vertices give a definite answer, since in two variables
polynomials chosen from Hd have always d real zeroes (see remark ** in Harmonic
Decomposition section).

The answer can be obtained by integral geometry, as computed by Edelman and
Kostlan[EK95], putting in a general framework a result first obtained by Shub and
Smale. Their elegant proof shows that

Theorem 1.17. The expected value for number of real zeroes according to Bombieri-
Weyl distribution is

√
d.

In [LL] there is the analogous (and easier) computation for real Fubini-Study dis-
tribution coming from (1.4).
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Theorem 1.18. The expected value for number of real zeroes according to real Fubini-

Study distribution is

√
d(d+2)

3 .

Exercise Prove that (according to Hilbert, see [Rez, prop. 8.12] ), there is a scalar
Cn,d such that, for any real form m,∫

Sn
md =

{
Cn,d|m|d if d is even

0 if d is odd

1.7 Exercises on orthogonally invariant bilinear forms

Under the action of SO(n+ 1), symmetric matrices split as

〈In+1〉 ⊕ 〈traceless〉

We have a unique decomposition

A =

(
tr(A)

n+ 1
In+1

)
+

(
A− tr(A)

n+ 1
In+1

)
The Bombieri-Weyl metric is 〈A,A〉 = tr(A2) and satisfies

|A|2 =

∣∣∣∣ tr(A)

n+ 1
In+1

∣∣∣∣2 +

∣∣∣∣A− tr(A)

n+ 1
In+1

∣∣∣∣2
It is convenient to write as scalar product

〈A,B〉α = (2− α)tr(AB) + (α− 1)
2

n+ 1
tr(A)tr(B) (1.5)

for 0 ≤ α ≤ 2, the Bombieri-Weyl case corresponds to α = 1.
Exercise** For which α we get real Fubini-Study product as in (1.5) ? Answer:

for n = 1 we have α = 4
3 . Note that by multilinearity real Fubini-Study product for

n = 2 is

〈A,B〉RFS,2 =
1

8
tr(A)tr(B) +

1

4
tr(AB)

Exercise Prove that, for binary cubics, the real Fubini-Study product gives a scalar
multiple of

(v · w)
(
3|v|2|w|2 + 2(v · w)2

)
The expression corresponding for binary cubics to (v · w)|v|2|w|2 is

〈
3∑
i=0

ai

(
3

i

)
xiy3−i,

3∑
j=0

bj

(
3

i

)
xjy3−j〉 = (a0 + a2)(b0 + b2) + (a1 + a3)(b1 + b3)

which reads as

〈f, g〉chess =
1

62
〈∆f,∆g〉
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and correspond to the chessboard matrix (degenerate of rank 2)

(
a0 . . . a3

)
1 0 1 0
0 1 0 1
1 0 1 0
0 1 0 1


b0...
b3


In conclusion the matrix for real Fubini-Study for binary cubics is

3


1 0 1 0
0 1 0 1
1 0 1 0
0 1 0 1

+ 2


1 0 0 0
0 3 0 0
0 0 3 0
0 0 0 1


The discriminants are (xfy − yfx) + t(x2 + y2)(y(a0 + a2)− x(a1 + a3)) when the

metric changes. Denote Df = yfx − xfy. Note that up to scalar multiples

y(a0 + a2)− x(a1 + a3) = ∆(Df) = D(∆(f))

Remark 1.19. The two operators ∆ and P (f) = (x2+y2)f behave like twin operators
in quantum mechanics (position and momentum, ∂x and multiplication by x) in the
sense that

[∆, P ] = c · Id

for a scalar c, of course these operators live only allowing infinite dimension, that is
on the whole polynomial ring S = ⊕d≥0Sd.

For binary quintics, the expression corresponding to (v · w)|v|4|w|4 is

1 0 2 0 1 0
0 1 0 2 0 1
2 0 4 0 2 0
0 2 0 4 0 2
1 0 2 0 1 0
0 1 0 2 0 1


which has rank 2, reads as

〈f, g〉new =
1

(5!)2
〈∆2f,∆2g〉

and gives as discriminant
(x2 + y2)2(y(a0 + 2a2 +a4)−x(a1 + 2a3 +a5)) = ∆∆(Df) = ∆(D(∆f)) = D∆∆f .

The expression corresponding to (v · w)3|v|2|w|2 is



1 0 1 0 0 0
0 3 0 3 0 0
1 0 4 0 3 0
0 3 0 4 0 1
0 0 3 0 3 0
0 0 0 1 0 1
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which has rank 4, reads as

〈f, g〉new =
1

202
〈∆f,∆g〉

and gives as discriminant

(x2 + y2)
(
x3(−a1 − a3) + x2y(a0 − a2 − 2a4) + xy2(2a1 + a3 − a5) + y3(a2 + a3)

)
Note that the cubic polynomial in the discriminant

(
x3(−a1 − a3) + x2y(a0 − a2 − 2a4) + xy2(2a1 + a3 − a5) + y3(a2 + a3)

)
is equal up to scalar multiples to ∆(Df) = D(∆(f)).

2 Scalar products on partially symmetric tensors

Let Vi equipped with a bilinear symmetric form qi, the group SO(Vi, qi) = {f ∈
GL(Vi)|f∗qi = qi} = {f ∈ GL(Vi)|qi(v, w) = qi(f(v), f(w) ∀v, w ∈ Vi} = {f ∈
GL(Vi)|qi(v, v) = qi(f(v), f(v) ∀v ∈ Vi} acts on Vi. Then there is a form q on
V = V1 ⊗ . . .⊗ Vk (that induces a natural SO(V, q) action), defined on decomposable
elements as

q(v1 ⊗ . . .⊗ vk, w1 ⊗ . . .⊗ wk) =

k∏
i=1

qi(vi, wi), (2.1)

which is called the Bombieri-Weyl form. Note that the formula (2.1) can be extended
by linearity to all the space, this means

q(

p∑
i=1

αiv1,i⊗ . . .⊗vk,i,
q∑

j=1

βjw1,j⊗ . . .⊗wk,j) =

p∑
i=1

q∑
j=1

αiβjq(v1,i⊗ . . .⊗vk,i, w1,j⊗ . . .⊗wk,j)

Since the decomposition as sum of decomposable elements is not unique, such exten-
sion requires some care. A simple way to check the existence is to write the tensors in
orthonormal coordinates, then Bombieri-Weyl product corresponds to differentiation
of the second entry by the first one. In other words, if {xi,0, . . . , xi,mi} are orthonormal
coordinates on Vi we have
〈f(x1,0, . . . , x1,m1 , . . . , xk,0, . . . , xk,mk), g(x1,0, . . . , x1,m1 , . . . , xk,0, . . . , xk,mk)〉 =
f(∂1,0, . . . , ∂1,m1 , . . . , ∂k,0, . . . , ∂k,mk), g(x1,0, . . . , x1,m1 , . . . , xk,0, . . . , xk,mk).
Moreover on decomposable elements we get on the i-th factor

(
∑mi

j=0 αj∂xi,j )di(
∑mi

j=0 βjxi,j)
di = di!

(∑mi

j=0 αjβj

)di

= di!qi(
∑mi

j=0 αjxi,j ,
∑mi

j=0 βjxi,j)
di

in agreement with (2.1) . This formula shows also that the construction does not
depend on the choice of orthonormal coordinates.

2.1 Classification of SO-invariant quadratic forms

Let V = Symd1V1 ⊗ . . .⊗ SymdkVk. We denote by ∆j : SymqVj → Symq−2Vj (∀q) the
Laplacian operator associated to qj .

Theorem 2.1. For every i1 = 0, . . . bd1/2c, . . ., ik = 0, . . . bdk/2c, there is a unique∏k
j=1 SO(Vj , qj)-invariant bilinear symmetric form

qi1,...,ik : V × V → K
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such that on decomposable elements

qi1,...,ik(vd11 . . . vdkk , w
d1
1 . . . wdkk ) =

k∏
j=1

qj(vj , wj)
dj−2ijqj(vj , vj)

ijqj(wj , wj)
ij (2.2)

∀vj , wj ∈ Vj.
On K = C, the space of

∏k
j=1 SO(Vj , qj)-invariant bilinear symmetric forms is

the space generated by qi1,...,ik which form a basis of this space whih has dimension∏k
j=1b

d+2
2 c.

The rank of q0,...,0 is maximal (it is a nondegenerate form), the form q0,...,0 is
called the Bombieri-Weyl form (it is sometimes called also Kostlan form of Frobenius
form). In particular the general

∏k
j=1 SO(Vj , qj)-invariant bilinear symmetric form is

nondegenerate.

The kernel of qi1,...,ik consists of ⊕kj=1

[(
ker ∆

ij
j

)⊕
⊕p 6=jVp

]
. On K = R, if each

qi is positive definite, the set of
∏k
j=1 SO(Vj , qj)-invariant scalar products consist of

a polyhedral cone generated by the rays qi1,...,ik , in other words any
∏k
j=1 SO(Vj , qj)-

invariant scalar product has the form∑
i1,....ik

ci1,...,ikqi1,...,ik

with the requirement being positive definite.

Proof of Theorem 2.1 Uniqueness follows from the fact that any tensor is sum of
rank one tensors. In order to prove independence we can reduce to k = 1, where the
statement on the kernels impies independence. Existence follows from

∆i1 ⊗ . . .⊗∆ik : Symd1V1 ⊗ . . .⊗ SymdkVk → Symd1−2i1V1 ⊗ . . .⊗ Symdk−2ikVk

qi1,...,ik(f, g) = 〈∆i1 ⊗ . . .⊗∆ikf,∆i1 ⊗ . . .⊗∆ikg〉

where 〈, 〉 is the differentiation (scaled by 1
d!) as in the special case (2.1). The fact that

these invariant forms generate the space of invariant forms follows from the harmonic
decomposition (see ***) , SymdiVi = ⊕Hdi−2j , indeed it follows that Sym2

(
SymdiVi

)
has an invariant part of dimension bdi/2c + 1, the global invariant part is the tensor
product of the invariant parts of each factor.

Remark 2.2. Again, Theorem 2.1 gives a proof os First Fundamental Theorem of
Invariant theory for this special case. Namely, if q is a

∏k
j=1 SO(Vj , qj)-invariant

bilinear symmetric form
q : V × V → K,

then q(vd11 . . . vdkk , w
d1
1 . . . wdkk ) is a polynomial in qj(vj , wj), qj(vj , vj), qj(wj , wj).

Corollary 2.3. The spectrahedron of semipositive
∏k
j=1 SO(Vj , qj)-invariant bilinear

forms on SymdV is a polyhedral cone having
∏k
j=1b

dj+1
2 c vertices.
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Moreover if qi : Vi× Vi are Hermitian products, let V = V1⊗ . . .⊗ Vk, then there is
q : V × V Hermitian products such that again on decomposable elements q(v1 ⊗ . . .⊗
vk, w1 ⊗ . . . ⊗ wk) =

∏k
i=1 qi(vi, wi). Note Hermitian distance on Cn+1 is Euclidean

distance through the isomorphism Cn+1 ' R2n+2.
Note

|v1 ⊗ . . .⊗ vk|2 =

k∏
i=1

|vi|2

Exercise On the real side, if qi ∈ SO(pi, qi) then V1⊗V2 has a SO(p1p2+q1q2, p1q2+
q1p2)
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