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The topics in this thesis are the main part of my study and research during the three-year Doctoral Programme at University of Trento, under the supervision of Alessandra Bernardi and Giorgio Ottaviani. Some of these results have been achieved in collaboration with Reynaldo Staffolani and are collected in the accepted paper [GS23] and in the preprint [Gal23]. Besides this, I have been collaborating on other problems too.

In the published paper [GH23], Frédéric Holweck and I have been investigating a correspondence between orbits of graph states and orbits in the variety of principal minors of symmetric matrices with coefficients in the binary field $\mathbb{F}_{2}$.

During a five-month-long secondment period at Universität Konstanz I have been working with Mateusz Michałek and Hanieh Keneshlou, computing equivariant Euler characteristics of classes in the equivariant Grothendieck ring $K_{T}^{0}\left(X_{n}\right)$ on a permutohedral variety $X_{n}$. The results appear in the accepted paper [GKM23].

The unifying spirit of all of my research has been exploiting symmetries in geometric contexts which are enriched by the action of a group. I have been enjoying in mixing tools from Algebraic Geometry with tools from Representation Theory, and I have been trying to make this a trademark of my research. I hope to have managed to convey this spirit throughout this manuscript.
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## Introduction

The aim of this thesis is to give results on long-standing problems in the theory of Tensor Decomposition, namely on the problems of identifiability and singularity of points in the secant varieties of lines of both Grassmannians and Spinor varieties, and possible generalizations to other homogeneous spaces. The main spirit of this thesis is to investigate such topics from a representation-theoretical perspective, considering the action of groups on such varieties.

Tensors are everywhere in our world: they can be thought as collections of data, and as such they appear in several scientific areas, eg. Statistics, Data Science, Quantum Information, Phylogenetics and so on. In some sense, the Wachowski sisters got very close in their film "The Matrix", a better name would have been "The Tensor": nowadays tensorists would say that they just got the format wrong.
But what are tensors? Matrices are the simplest example (besides the trivial one, eg. vectors): a matrix $A \in \operatorname{Mat}_{n \times m}(\mathrm{k})$ with coefficients in a field k is a tensor in the vector space $\mathrm{k}^{n} \otimes \mathrm{k}^{m}$ of order 2 and format $n \times m$. More in general, given $d \mathrm{k}$-vector spaces $V_{1}, \ldots, V_{d}$ of dimensions $\operatorname{dim} V_{i}=n_{i}$, an element of the tensor k -vector space $V_{1} \otimes \ldots \otimes V_{d}$ is a tensor of order $d$ and format $\left(n_{1}, \ldots, n_{d}\right)$.

Certain tensors have the nice property that they are the "building blocks" for constructing any other tensor: here the intuition should be the same as in certain toys like LEGO and GEOMAG. In the case of matrices, these are the rank-1 matrices, as any matrix $A \in \operatorname{Mat}_{n \times m}(\mathrm{k})$ of rank $r$ is sum of $r$ matrices $A_{i}=v_{i} \cdot\left({ }^{t} w_{i}\right) \in \operatorname{Mat}_{n \times m}(\mathrm{k})$ of rank 1 (here $v_{i} \in \mathrm{k}^{n}$ and $w_{i} \in \mathrm{k}^{m}$ are vectors). Similarly, any tensor $T \in V_{1} \otimes \ldots \otimes V_{d}$ is sum of tensors of the form $v_{i}^{(1)} \otimes \ldots \otimes v_{i}^{(d)} \in V_{1} \otimes \ldots \otimes V_{d}$, called decomposable or simple or rank-1.

This setting can be extended to any irreducible non-degenerate projective variety $X \subset \mathbb{P}_{\mathrm{k}}^{M}$. Given a point $f \in \mathbb{P}_{\mathrm{k}}^{M}$, one defines the $X-\operatorname{rank}$ of $f$ with respect to $X$ as the minimum number of points of $X$ whose linear span contains $f$. In particular, point of $X$ have $X$-rank 1 . Then, starting from $X$, for any $r \in \mathbb{Z}_{>0}$ one can define the $r$-th secant variety $\sigma_{r}(X) \subset \mathbb{P}_{\mathrm{k}}^{M}$ as the Zariski closure of points of $\mathbb{P}_{\mathrm{k}}^{M}$ of $X$-rank at most $r$.

The theory of Tensor Decomposition studies tensors, their decompositions and the varieties related to them in an algebro-geometric perspective. Its widely-recognized importance relies in the fact that decomposing tensors into simpler ones is equivalent to extracting simpler (more
feasible, hence more efficient) information from arbitrarily confusing collections of data: correction of noises, image resolutions, entanglements of quantum states can all be restated in terms of tensors and their decompositions. We refer to [Lan12; Ber+18; OR20] for a general overview on secant varieties and tensors, and [BC12; Com14; Lim21] for applications of the study of secant varieties and tensors. Motivated by most of the applications in the sciences, the theory of Tensor Decomposition is considered over fields of zero characteristics, mainly either the real field $\mathbb{R}$ or the complex field $\mathbb{C}$. However, even when the applied setting is over the real numbers, almost all results are obtained by working in the complexified setting. In this respect, in the following as well as all along the thesis, we assume $\mathrm{k}=\mathbb{C}$.

Secant varieties have been studied for decades, but several aspects of their geometry are still mysterious and difficult to handle with. Even computing their dimensions is a hard task and a current topic of research. A state of the art on the dimension of such varieties can be found in [Ber+18], and more detailed results are in [GO22; BDD07; LP13]. Two crucial aspects of secant varieties which are fundamental for applications and are still unknown in general are the identifiability and the singularity of their points.
Identifiability means uniqueness. Namely, a given point $f \in \mathbb{P}^{M}$ of $X-\operatorname{rank} r$ is identifiable if it admits a unique decomposition as sum of $r$ elements of $X$. From an applicative point of view, this corresponds to uniqueness in recovering data. On the other hand, singularity means unfeasibility in computations. Formally, singular points in $\sigma_{r}(X)$ are those such that the dimension of the tangent spaces at these points overcome the dimension of the secant variety. The bigger the tangent space at a point, the more unfeasible the computations in a neighbourhood of that point. Of course, singularities are of great impact to theory too: results having the smoothness (ie. non-singularity) of the variety among the hypotheses are a dense in Geometry. For instance, in [COV14, Prop. 5.1] the authors give a criterion for identifiability of specific tensors in a secant variety under the assumption that these tensors are smooth. In fact, identifiability and smoothness are quite related each other and often one notion suggests the other (as in this work), although in general both implications admit counterexamples.

Owned to the above, determining the singular locus $\operatorname{Sing}\left(\sigma_{r}(X)\right)$ of a secant variety $\sigma_{r}(X)$ is a central problem in both theory and applications. Classically, if $\sigma_{r}(X)$ is not a linear space, it is known that the singular locus $\operatorname{Sing}\left(\sigma_{r}(X)\right)$ contains the secant variety $\sigma_{r-1}(X)$ but only in few cases $\operatorname{Sing}\left(\sigma_{r}(X)\right)$ is actually determined. For instance, the case $r=2$ for Segre varieties is solved by M. Michałek, L. Oeding and P. Zwiernik in [MOZ15] via tools from toric geometry; for Veronese varieties V. Kanev [Kan99] and K. Han [Han18] solve the cases $r=2$ and $r=3$ respectively, while partial results for higher cases $r \geq 4$ are obtained by K. Furukawa and K. Han in [FH21]; L. Manivel and M. Michałek in [MM15] obtain partial results for the 2-nd secant variety of Grassmannians and other cominuscule varieties. The latter case is exactly the one we focus on in this thesis.

Segre varieties, Veronese varieties and Grassmannians are example of homogeneous vari-
eties (ie. varieties on which a group acts transitively), and more precisely of projective rational homogeneous varieties (RHV). Also known as generalized flag varieties, which we assume to be projective, they are a class of varieties described as quotients $G / P$ of a semisimple complex Lie group $G$ by a parabolic subgroup $P$, or equivalently as unique closed orbits (of the highest weight vectors) into projectivized representations of such groups. The Representation Theory behind these varieties allows to derive several geometric properties: in this respect, the geometry of RHVs has been largely studied by J.M. Landsberg and L. Manivel [LM03; LM04]. In particular, a wide literature has been devoted to the secant variety of lines $\sigma_{2}(G / P)$ (ie. Zariski closures of the union of all secant lines) and the tangential variety $\tau(G / P)$ (ie. unions of all tangent lines) to a RHV $G / P$, starting with Zak's key work [Zak93] and continuing with [Kaj99; LW07; LW09; MM15; Rus16].
A RHV $G / P$ which is defined by a maximal parabolic subgroup $P$ (ie. for which the Picard group $\operatorname{Pic}(G / P) \simeq \mathbb{Z}$ is monogenic) is called generalized Grassmannian: besides the classical Grassmannians (of Dynkin-type $A$ ), other well-known examples are the isotropic Grassmannians (of type $C$ ) and the orthogonal Grassmannians (of type $B$ or $D$ ). However, some of the generalized Grassmannians have nicer properties than the other ones: these are the cominuscule varieties and are characterised by the property that their tangent space $\mathfrak{g} / \mathfrak{p}$ is an irreducible $P$-module (or equivalently, their tangent bundle $\tau(G / P)$ is irreducible as homogeneous bundle). All classical Grassmannians are cominuscule, but the only isotropic and orthogonal Grassmannians to be cominuscule are the ones whose subspaces have maximum dimension.

The main part of this thesis is devoted to the study of the $2-\mathrm{nd}$ secant varieties (aka. secant varieties of lines) to Grassmannians and to Spinor varieties (ie. maximal orthogonal Grassmannians). The Grassmannian $\operatorname{Gr}(k, N) \subset \mathbb{P}\left(\bigwedge^{k} \mathbb{C}^{N}\right)$ is the projective varieties of $k$-dimensional linear subspaces of $\mathbb{C}^{N}$, and it is homogeneous with respect to the action of the special linear group $\mathrm{SL}_{N}$.

On the other hand, given a non-degenerate quadratic form $q \in \operatorname{Sym}^{2}\left(\mathbb{C}^{2 N}\right)^{\vee}$, the set of $q^{-}$ isotropic subspaces of $\mathbb{C}^{2 N}$ of maximal dimension $N$ splits into two connected components, namely the Spinor varieties $\mathbb{S}_{N}^{ \pm}$, or also the maximal orthogonal Grassmannians $\mathrm{OG}^{ \pm}(N, 2 N)$. These varieties live in the so-called half-spin representations $\bigwedge^{e v} \mathbb{C}^{N}$ and $\bigwedge^{o d} \mathbb{C}^{N}$ and are homogeneous under the action of the Spin group $\operatorname{Spin}_{2 N}$. Roughly known as the universal double cover of the special orthogonal group $\mathrm{SO}_{2 N}$, the spin group has an elegant and formal description via Clifford algebras. Despite their description as maximal orthogonal Grassmannians, already known to Cartan [Car67], Spinor varieties are not well understood as well as the classical Grassmannians. However, their intrinsic relation with Clifford algebras makes them an interesting and rich topic of research.

However, the beauty of such varieties rests not only in the very elegant combinatorial and algebraic description of them, but also in their versatility in several applied sciences: they are sets of separable states in bosonic and fermionic spaces respectively in Quantum Information [ST13; LH15; LH18]; tropical Grassmannians appear as spaces of phylogenetics trees [SS04]; nonlinear eigenvalue problems on Grassmannians are of interest in Quantum Chemistry [BSS23]; positive

Grassmannians have been introduced for studying scattering amplitudes in Quantum Physics [Wil21].

The key idea giving the kick-off to the whole thesis is that the action of a group $G\left(\mathrm{SL}_{N}\right.$ for the Grassmannian $\operatorname{Gr}(k, N)$, and $\operatorname{Spin}_{2 N}$ for the Spinor varieties $\left.\mathbb{S}_{N}^{ \pm}\right)$leaves the secant variety of lines invariant, which then splits into $G$-orbits, actually finitely many ones. But there's more: the properties of identifiability and singularity are invariant under such an action, and in particular the singular locus of the secant variety of lines is union of orbits. This implies that it is enough to check such properties for only one representative of each orbit.

Let's denote by $X$ either the Grassmannian $\operatorname{Gr}(k, N)$ or the Spinor variety $\mathbb{S}_{N}^{ \pm}$. We treat separately orbits of points lying on bisecant lines to $X$, and orbits of points lying on tangent lines to $X$ : we refer to the former as secant orbits, to the latter as tangent orbits. We parametrize the secant orbits via the notion of Hamming distance between points of $X$ : namely, the Hamming distance between two points of $X$ is the minimum number of lines lying in $X$ and connecting the two points. The tangent orbits are instead parametrized by the notion of rank in the tangent space $\mathfrak{g} / \mathfrak{p}$. We describe the poset (partially ordered set) of $G$-orbits in the secant variety of lines together with their dimensions. Our first result is the following: we collect at once the results obtained separately fro Grassmannians and Spinor varieties. By duality of Grassmannians we also assume $k \leq\left\lfloor\frac{N}{2}\right\rfloor$.

Theorem (Theorem 4.1.12, Theorem 5.1.12). Let $(X, G, d)$ be either $\left(\operatorname{Gr}(k, N), \mathrm{SL}_{N}, k\right)$ or $\left(\mathbb{S}_{N}^{+}, \operatorname{Spin}_{2 N},\left\lfloor\frac{N}{2}\right\rfloor\right)$. Then the poset of $G$-orbits of the secant variety of lines $\sigma_{2}(X)$ is

where arrows denote the inclusion of an orbit into the closure of another orbit, the orbits $\Theta_{l}$ are made of tangent points to $X$, the orbits $\Sigma_{l}$ are made of points lying on bisecant lines to $X$. Moreover, the orbits $\Theta_{d}$ and $\Sigma_{d}$ are respectively dense in the tangential variety $\tau(X)$ and in the secant variety of lines $\sigma_{2}(X)$.

We completely determine such orbits, by exhibiting representatives and inclusions of their closures (cf. Sec. 4.1 and Sec. 5.1), and computing their dimensions (cf. Sec. 4.4 and Sec. 5.4).

Next we consider the problem of identifiability and tangential-identifiability: we say that a
tangent point in $\tau(X)$ is tangential-identifiable if it lies on a unique tangent line to $X$ (cf. Def. 2.1.1). The results for Grassmannians are obtained by considering suitable wedge-multiplication maps between different fundamental $\mathrm{SL}_{N}-$ representations. The case of Spinor varieties is a little bit trickier and we use the theory of nonabelian apolarity, introduced by J.M. Landsberg and G. Ottaviani in [LO13] and extending the classical apolarity theory: when applied to Spinor varieties, such theory allows to define what we call Clifford apolarity (cf. Sec. 3.6). The solutions to the problems of (tangential-)identifiability for both Grassmannians and Spinor varieties are collected in the following theorem.

Theorem (cf. Sec. 4.2, Sec. 5.2). In the notation of the previous Theorem, the following facts hold:

- the points in the orbits $\Sigma_{l}$ for $3 \leq l \leq d$ are identifiable;
- the points in the orbits $\Theta_{l}$ for $3 \leq l \leq d$ are tangential-identifiable;
- for $3 \leq k \leq\left\lfloor\frac{N}{2}\right\rfloor$, each point in the orbit $\Sigma_{2} \subset \sigma_{2}(\operatorname{Gr}(k, N))$ is unidentifiable and its set of equivalent decompositions is 4-dimensional;
- for $N \geq 4$, each point in the orbit $\Sigma_{2} \subset \sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$is unidentifiable and its set of equivalent decompositions is 6-dimensional.

The undentifiability of the orbit $\Sigma_{2}$ in both cases follows inductively from the fact the Grassmannian $\operatorname{Gr}(2,4) \subset \mathbb{P}^{5}$ and the Spinor variety $\mathbb{S}_{4}^{+} \subset \mathbb{P}^{7}$ are just quadrics.
We go one step further by also determining the $2-n d$ Terracini locus $\operatorname{Terr}_{2}(X)$ of $X$, namely the locus of pairs of points of $X$ whose tangent spaces have non-trivial intersection.

Theorem (Theorem 4.5.2, Theorem 5.5.1). The $2-n d$ Terracini locus $\operatorname{Terr}_{2}(X)$ corresponds to the orbit closure $\overline{\Sigma_{2}}=X \sqcup \Sigma_{2}$.

The Terracini locus tells us where the differential of the projection from the abstract secant variety onto the secant variety drops rank. More importantly, combined with the identifiability, it is a very useful tool for deducing smoothness of points lying on bisecant lines. However, for tangent points other arguments are needed. Our main results on the singular loci of secant varieties of lines to Grassmannians and to Spinor varieties are the following.

Theorem (Theorem 4.6.10). For any $N \geq 7$ and any $3 \leq k \leq\left\lfloor\frac{N}{2}\right\rfloor$, the singular locus of the secant variety of lines $\sigma_{2}(\operatorname{Gr}(k, N))$ is

$$
\operatorname{Sing}\left(\sigma_{2}(\operatorname{Gr}(k, N))\right)=\overline{\Sigma_{2}}
$$

of dimension $k(N-k)+2(N-2)-3$.
The above result corrects a previous statement in [AOP12, before Figure 1] in which the authors stated that $\operatorname{Sing}\left(\sigma_{2}(\operatorname{Gr}(3,7))\right)=\operatorname{Gr}(3,7)$.

Theorem (cf. Sec. 5.6). For any $N \geq 7$, the singular locus of the secant variety of lines $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$ is bounded as follows:

$$
\overline{\Sigma_{2}} \subset \operatorname{Sing}\left(\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)\right) \subset \tau\left(\mathbb{S}_{N}^{+}\right)
$$

We conjecture that the first inclusion on the left actually is an equality, as for the Grassmannian case. This is suggested by some arguments with Hilbert schemes of 2 points and secant bundles (cf. Sec. 7.3).

Quite remarkably, for other cominuscule varieties we partially deduce a poset of $G$-orbits in the secant variety of lines which is similar to the one obtained for Grassmannians and Spinor varieties (cf. Sec. 6.1): we say partially because the only inclusions that we haven't proved yet are the ones $\Theta_{l} \hookrightarrow \Sigma_{l}$.
We conclude our study by exhibiting an example of a non-cominuscule variety for which such a poset graph fails. Our example is the (non-maximal) isotropic Grassmannian (cf. Sec. 6.2): we show that the orbits in the tangential variety are not totally ordered.

The thesis is organized as follows.

- Chapter 1 is thought as a crash course in the theory of Lie algebras, Lie groups and their representations. We start by recalling the notions of Lie algebras, root systems, Lie Groups and their parabolic subgroups, as well as the theory of representations. Then we introduce the rational homogeneous varieties, study homogeneous bundles on them and get our focus on the cominuscule varieties.
- Chapter 2 collects basic notation and results from Tensor Decomposition. We introduce secant varieties, abstract secant varieties and the problem of identifiability, and we give an overview on the apolarity theory, from the classical one for symmetric tensors to the skew-apolarity for skew-symmetric tensors, ending with the nonabelian apolarity. A small section on the notion of Hamming distance concludes the chapter.
- Chapter 3 is devoted to the world of spinors. First we define algebraically the spin groups as multiplicative subgroups of Clifford algebras, then we give the definition of the spin representations. In the second part of the chapter we introduce Spinor varieties and we determine their diameter. Finally, we describe some homogeneous bundles on them playing a central role in the Clifford apolarity.
- In Chapter 4 we determine the poset of $\mathrm{SL}_{N}$-orbits in the secant variety of lines to a Grassmannian $\operatorname{Gr}(k, N)$, we solve the problem of identifiability of its points, and as a consequence we compute the orbit dimensions. Moreover, we determine both the second Terracini locus to the Grassmannian and the singular locus of the secant variety of lines. The results in this chapter appear in the work [GS23] joint with R. Staffolani.
- In Chapter 5 we move our focus to the secant varieties of lines to Spinor varieties. We determine their poset of spin-orbits and we use Cliffors apolarity for solving the problem
of identifiability of their points. After computing the orbit dimensions, we also determine the second Terracini locus to a Spinor variety. The last section of the chapter contains partial results on the singular locus of the secant variety of lines to a Spinor variety and a conjecture for the complete result. All results of this chapter are collected in the preprint [Gal23].
- In Chapter 6 we investigate generalizations of results obtained on the poset of orbits in the previous chapters. We give a partial description of the poset in the case of cominuscule varieties. Finally, we show that such a poset does not hold for non-cominuscule variety, by determining the poset of parabolic orbits in the tangent space to an isotropic Grassmannian. The results in the last section have been obtained during a visit at Institut de Mathématiques de Toulouse under the supervision of L. Manivel.
- The first two sections in the appendix in Chapter 7 collects well-known results for which we haven't been able to find a proper reference, thus we propose them as solved exercises. The last section on secant bundles is a motivation to the conjecture at the end of Chapter 5.


## Notations

## Indices and Index Subsets

$$
\begin{aligned}
& \ell=a: b \quad \ell \in\{a, a+1, \ldots, b-1, b\} \quad \forall a \leq b \in \mathbb{Z}_{>0} \\
& {[n] \quad\{1, \ldots, n\} \quad \forall n \in \mathbb{Z}_{>0}} \\
& 2^{[n]} \quad\{I \subset[n]\} \\
& \binom{[n]}{k} \quad\left\{\left\{i_{1}<\ldots<i_{k}\right\} \subset[n]\right\} \quad \forall k \leq n \in \mathbb{Z}_{>0} \\
& \mathbf{e}_{I} \quad e_{i_{1}} \wedge \ldots \wedge e_{i_{k}} \quad \forall I=\left\{i_{1}, \ldots, i_{k}\right\} \\
& \text { Roots, Groups and Representations } \\
& G \text { semisimple (simply conn.) complex Lie group } \\
& \mathfrak{g} \\
& \Delta:=\left\{\alpha_{1}, \ldots, \alpha_{N}\right\} \\
& \omega_{1}, \ldots, \omega_{N} \\
& \Lambda^{++} \subset \Lambda^{+} \subset \Lambda \\
& w_{0} \in \mathcal{W}_{G} \\
& P_{I} \\
& V_{\lambda}^{\mathcal{D}}=V_{\lambda}^{\mathfrak{g}}=V_{\lambda}^{G} \\
& v_{\lambda}, \ell_{\lambda} \\
& \text { complex Lie algebra } \\
& \text { simple roots } \\
& \text { fundamental weights } \\
& \text { regular } \subset \text { dominant } \subset \text { weight lattice } \\
& \text { longest element in the Weyl group of } G \\
& \text { parabolic subgr. def. }{ }^{\text {ed }} \text { by } I \subset \Delta \\
& \text { irred. repres. of } \mathfrak{g} \text { of Dynkin type } \mathcal{D} \\
& \text { highest and lowest weight vectors in } V_{\lambda}^{\mathcal{D}} \\
& \text { spin repres. of type } B_{N} \text { (cf. Sec. 3.2) } \\
& S_{N}^{+}=\bigwedge^{e v} \mathbb{C}^{N}, S_{N}^{-}=\bigwedge^{o d} \mathbb{C}^{N} \quad \text { half-spin repres. of type } D_{N} \text { (cf. Sec. 3.2) }
\end{aligned}
$$

(SEmi*)Simple complex Lie algebras of classical type

$$
\begin{array}{ccc}
A_{N}^{*} & \mathfrak{g l}_{N+1}=\operatorname{Mat}_{N+1} & \\
A_{N} & \mathfrak{s l}_{N+1}=\left\{X \in \operatorname{Mat}_{N+1} \mid \operatorname{tr}(X)=0\right\} & \\
B_{N} & \mathfrak{s o}_{2 N+1}^{Q}=\left\{A \in \operatorname{Mat}_{2 N+1} \mid{ }^{t} A Q=-Q A\right\} & Q \in \operatorname{Sym}^{2} \mathbb{C}^{2 N+1} \\
C_{N} & \mathfrak{s p}_{2 N}^{\Omega}=\left\{A \in \operatorname{Mat}_{2 n} \mid{ }^{t} A \Omega=-\Omega A\right\} & \Omega \in \bigwedge^{2} \mathbb{C}^{2 N} \\
D_{N} & \mathfrak{s o}_{2 N}^{Q}=\left\{A \in \operatorname{Mat}_{2 N} \mid{ }^{t} A Q=-Q A\right\} & Q \in \operatorname{Sym}^{2} \mathbb{C}^{2 N}
\end{array}
$$

Simple complex Lie groups of classical type

$$
\begin{array}{lcc}
A_{N} & \mathrm{SL}_{N+1}=\{A \in \mathrm{GL}(N+1) \mid \operatorname{det} A=1\} & \\
B_{N} & \mathrm{SO}_{2 N+1}^{Q}=\left\{A \in \mathrm{SL}_{2 N+1} \mid{ }^{t} A Q A=Q\right\} & Q \in \operatorname{Sym}^{2} \mathbb{C}^{2 N+1} \\
B_{N} & \operatorname{Spin}_{2 N+1}=\mathrm{cf.} \operatorname{Sec} 3.1 & \\
C_{N} & \mathrm{Sp}_{2 N}^{\Omega}=\left\{A \in \mathrm{SL}_{2 N} \mid{ }^{t} A \Omega A=\Omega\right\} & \Omega \in \bigwedge^{2} \mathbb{C}^{2 N} \\
D_{N} & \mathrm{SO}_{2 N}^{Q}=\left\{A \in \mathrm{SL}_{2 N} \mid{ }^{t} A Q A=Q\right\} & Q \in \operatorname{Sym}^{2} \mathbb{C}^{2 N} \\
D_{N} & \operatorname{Spin}_{2 N}=\text { cf. Sec } 3.1 &
\end{array}
$$

Generalized Grassmannians of classical type

$$
\begin{array}{ccc}
\mathrm{Q}^{m} & m \text { - dim. smooth quadric in } \mathbb{P}^{m+1} & \\
A_{N} / P_{k}=\operatorname{Gr}(k, N+1) & \text { Grassmannian } & \\
C_{N} / P_{k}=\operatorname{IG}(k, 2 N) & \text { isotropic Grassmannian } & \forall k \in[N-1] \\
C_{N} / P_{N}=\mathrm{LG}(N, 2 N) & \text { Lagrangian Grassmannian } & \\
D_{N} / P_{k}=\mathrm{OG}(k, 2 N) & \text { orthogonal Grassmannian } & \forall k \in[N-2] \\
D_{N} / P_{N-1} \simeq D_{N} / P_{N}=\mathbb{S}_{N} & \text { Spinor variety (cf. Sec. 3.3) } &
\end{array}
$$
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## Chapter 1

## Preliminaries from Representation Theory

### 1.1 Toolkit on Lie groups and Lie algebras

We refer to [FH91; Pro07; Man13] for the theory about Lie Groups and Lie algebras appearing in this section. We restrict to consider only Lie groups and Lie algebras over the complex field $\mathbb{C}$ which are semisimple.

Let $G$ be a semisimple complex Lie group, and let $T \subset B \subset G$ be a maximal torus and a Borel subgroup respectively. We denote the corresponding complex Lie algebras by gothic letters $\mathfrak{g}, \mathfrak{t}$ and $\mathfrak{b}$ : from now on we adopt the gothic notation for any other Lie algebra.
Given $\Phi \subset \mathfrak{t}^{\vee} \backslash\{0\}$ an irreducible root system for $G$, let $\Phi^{+}=\Phi(B)$ be the set of positive roots with respect to the Borel subgroup $B$, and $\Phi^{-}=\Phi \backslash \Phi^{+}$its complement. We set $\Delta=\left\{\alpha_{1}, \ldots, \alpha_{N}\right\} \subset \Phi^{+}$to be the set of (positive) simple roots.

For any $\alpha \in \Phi$ we denote by $\mathfrak{g}_{\alpha}:=\{v \in \mathfrak{g} \mid[h, v]=\alpha(h) v \forall h \in \mathfrak{t}\}$ the corresponding weight space (or eigenspace). In particular, one gets the Cartan decomposition


The algebraic properties of (isomorphism classes of) irreducible root systems are encoded in the Dynkin diagrams. We list them in Table 1.1 following the Bourbaki notation.


Table 1.1: Dynkin diagrams of irreducible root systems.

Weights. Let $(\cdot, \cdot)$ be the standard scalar product in $\langle\Phi\rangle_{\mathbb{R}}=\mathbb{R}^{N}$. For any two roots $\alpha, \beta \in \Phi$, the Cartan integer $\langle\beta \mid \alpha\rangle=2 \frac{(\beta, \alpha)}{(\alpha, \alpha)} \in \mathbb{Z}$ is linear only in $\beta$, not in $\alpha$. Then one defines the lattices in $\mathbb{R}^{N}=\langle\Phi\rangle_{\mathbb{R}}$ :

- (weights) $\Lambda:=\left\{\lambda \in \mathbb{R}^{N} \mid\langle\lambda \mid \alpha\rangle \in \mathbb{Z} \forall \alpha \in \Phi\right\} ;$
- (dominant weights) $\Lambda^{+}:=\left\{\lambda \in \Lambda \mid\left\langle\lambda \mid \alpha_{i}\right\rangle \geq 0 \forall \alpha_{i} \in \Delta\right\}$;
- (regular dominant weights) $\Lambda^{++}:=\left\{\lambda \in \Lambda \mid\left\langle\lambda \mid \alpha_{i}\right\rangle \geqslant 0 \forall \alpha_{i} \in \Delta\right\}$;

The fundamental weights $\omega_{1}, \ldots, \omega_{N} \in \Lambda$ are those such that $\left\langle\omega_{i} \mid \alpha_{j}\right\rangle=\delta_{i j}$ for any $\alpha_{j} \in \Delta$. In particular, for any $\lambda \in \Lambda$ it holds $\lambda=\sum_{i}\left\langle\lambda \mid \alpha_{i}\right\rangle \omega_{i}$, and $\Lambda=\sum_{i} \mathbb{Z} \omega_{i}$. Notice that the root lattice $\sum_{i} \mathbb{Z} \alpha_{i}$ is a subgroup of the weight lattice $\Lambda$ of index $\operatorname{det}\left(\left\langle\alpha_{i} \mid \alpha_{j}\right\rangle\right)$. On the weight lattice $\Lambda$ one considers the partial dominance order: for any two weights $\lambda, \mu \in \Lambda$

$$
\lambda \succ \mu \quad \Longleftrightarrow \quad \lambda-\mu \in \sum_{\beta \in \Phi^{+}} \mathbb{R}_{\geq 0} \beta
$$

The Weyl group. For any $\alpha \in \Phi$, let $s_{\alpha} \in \operatorname{Orth}\left(\langle\Phi\rangle_{\mathbb{Q}}\right)$ be the reflection $s_{\alpha}(v)=v-\frac{2(v, \alpha)}{(\alpha, \alpha)} \alpha$. We denote by $s_{i}=s_{\alpha_{i}}$ the simple reflection for $\alpha_{i} \in \Delta$. Then the Weyl group of $G$ is the finite group

$$
\mathcal{W}_{G}:=N_{G}(T) / T=\left\langle s_{\alpha} \mid \alpha \in \Phi\right\rangle=\left\langle s_{i} \mid i=1: N\right\rangle .
$$

Since $\mathcal{W}_{G}$ preserves $\Phi$, it preserves the weight lattice $\Lambda$ too.
We recall that any Weyl element $w \in \mathcal{W}_{G}$ admits a reduced expression in terms of the simple reflections $w=s_{i_{1}} \cdots s_{i_{\ell(w)}}$, where $\ell(w)$ is the length of $w$. We denote by $w_{0} \in \mathcal{W}_{G}$ the (unique) longest element of $\mathcal{W}_{G}$ such that $\ell\left(w_{0}\right)=\left|\Phi^{+}\right|$and $w_{0}\left(\Phi^{+}\right)=\Phi^{-}$.

Remark 1.1.1. The involution $-w_{0}$ defines an involution on the Dynkin diagram $\mathcal{D}$ of $G$. Thus for groups $\mathcal{D}=B_{N}, C_{N}, E_{7}, E_{8}, F_{4}, G_{2}$ whose Dynkin diagram does not admit an involution different from the identity, it holds $-w_{0}=i d$. For the other types $-w_{0}$ acts as follows:

$$
A_{N}: \omega_{k} \leftrightarrow \omega_{N+1-k} \forall k \in[N] \quad, \quad D_{N}:\left\{\begin{array}{ll}
\omega_{N-1} \leftrightarrow \omega_{N} & \text { if } N \equiv 1(\bmod 2) \\
i d & \text { if } N \equiv 0(\bmod 2)
\end{array} \quad, \quad E_{6}: \omega_{1} \leftrightarrow \omega_{6}, \omega_{3} \leftrightarrow \omega_{5}\right.
$$

Bruhat decomposition. To any root $\alpha \in \Phi$ one can associate the unipotent subgroup $U_{\alpha}$ such that $\operatorname{Lie}\left(U_{\alpha}\right)=\mathfrak{g}_{\alpha}$, called root subgroup. Such subgroups generate $G$ and allow to describe the Bruhat cells. More precisely, given the Bruhat decomposition $G=\bigsqcup_{w \in W} B w B$, any Bruhat cell $B w B$ is isomorphic (as an algebraic variety) to $B \times\left(\prod_{\alpha \in \Phi^{+}, w^{-1}(\alpha) \in \Phi^{-}} U_{\alpha}\right)$. The Bruhat cells stratify $G / B$ and their closures $\overline{B w B}$ inside $G / B$ (which is a projective variety, see Sec. 1.3) are called Schubert varieties.

Parabolic subgroups and Levi decomposition. For any subset of simple roots $I \subset \Delta$, one defines the parabolic subgroup $P_{I}:=\left\langle B, U_{-\alpha} \mid \alpha \notin I\right\rangle$ (any parabolic group arises as such). In particular, any simple root $\alpha_{i} \in \Delta$ defines a maximal parabolic subgroup $P_{i}:=P_{\left\{\alpha_{i}\right\}}$.

Remark. We stress out that we fix the notation such that the parabolic subgroup $P_{I}$ defined by the subset $I \subset \Delta$ is generated by the root subgroups whose roots do not lie in $I$.

Set $\Phi(I):=\left\{\alpha \in \Phi \mid\left\langle\alpha \mid \omega_{i}\right\rangle \geq 0 \forall i \in I\right\}, \Phi(I)^{0}:=\left\{\alpha \in \Phi \mid\left\langle\alpha \mid \omega_{i}\right\rangle=0 \forall i \in I\right\}$ and $\Phi(I)^{+}:=\Phi(I) \backslash \Phi(I)^{0}$. At the Lie algebra level, one has

$$
\begin{equation*}
\mathfrak{p}_{I}=\mathfrak{t} \oplus \bigoplus_{\alpha \in \Phi(I)} \mathfrak{g}_{\alpha}=\underbrace{\mathfrak{t} \oplus \bigoplus_{\alpha \in \Phi(I)^{0}} \mathfrak{g}_{\alpha} \oplus}_{\mathfrak{l}_{I}} \underbrace{\bigoplus_{\alpha \in \Phi(I)^{+}} \mathfrak{g}_{\alpha}}_{\mathfrak{p}_{I}^{u}} \tag{1.1.1}
\end{equation*}
$$

where $\mathfrak{l}_{I}$ and $\mathfrak{p}_{I}^{u}$ are respectively reductive and nilpotent (with respect to the adjoint action) Lie algebras. Notice that $\mathfrak{p}_{I}$ actually contains the Borel subalgebra $\mathfrak{b}$ : indeed, for any positive $\operatorname{root} \beta \in \Phi^{+}$such that $\beta=\sum_{j=1}^{N} m_{\alpha_{j}}(\beta) \alpha_{j}$ for $m_{\alpha_{j}}(\beta) \in \mathbb{Z}_{\geq 0}$, it holds for any $i \in I$

$$
\left\langle\beta \mid \omega_{i}\right\rangle=\sum_{j=1}^{N} m_{\alpha_{j}}(\beta)\left\langle\alpha_{j} \mid \omega_{i}\right\rangle=\sum_{j=1}^{N} m_{\alpha_{j}}(\beta) \frac{\left(\alpha_{j}, \alpha_{j}\right)}{\left(\omega_{i}, \omega_{i}\right)} \delta_{i j} \geq 0
$$

hence $\Phi^{+} \subset \Phi(I)$. As a reductive Lie algebra, $\mathfrak{l}_{I}$ splits as direct sum of a semisimple component $\mathfrak{s}_{I}$ and its centre $\mathfrak{z}_{I}$ : more precisely, given $t_{\alpha_{i}}$ the semisimple element in the $\mathfrak{s l}_{2}$-triplet for $\alpha_{i} \in \Delta$, it holds

$$
\mathfrak{s}_{I}=\underbrace{\bigoplus_{\alpha_{i} \notin I} \mathbb{C} t_{\alpha_{i}}}_{\mathfrak{t}_{I}} \oplus \bigoplus_{\alpha \in \Phi(I)^{0}} \mathfrak{g}_{\alpha} \quad, \quad \mathfrak{z}_{I}=\mathfrak{t} \backslash \mathfrak{t}_{I}
$$

In particular, $\Phi(I)^{0}$ is a linear section $\Phi$, hence it is a root system itself whose Dynkin diagram is obtained by keeping the $I$-indexed nodes from the one of $\mathfrak{g}$. Moreover, $\Phi(I)^{0}$ is the root system of the semisimple Lie algebra $\mathfrak{s}_{I}$ : in this respect, we say that $\Phi(I)^{0}$ are the roots of the parabolic algebra $\mathfrak{p}_{I}$. Similarly, we can define the weights of $\mathfrak{p}_{I}$ (strictly formally, of $\mathfrak{s}_{I}$ ) as

$$
\Lambda_{I}:=\sum_{i \in I} \mathbb{Z} \omega_{i} \subset \Lambda
$$

and denote by $\Lambda_{I}^{+}$and $\Lambda_{I}^{++}$its dominant weights and regular dominant weights respectively.
Going back to the group level, the splitting $\mathfrak{p}_{I}=\mathfrak{l}_{I} \oplus \mathfrak{p}_{I}^{u}$ corresponds to the Levi decomposition $P_{I}=L_{I} P_{I}^{u}$, where $L_{I}$ and $P_{I}^{u}$ are respectively reductive and unipotent subgroups. Finally, the Weyl group of $P_{I}$ is

$$
\mathcal{W}_{P_{I}}:=N_{P_{I}}(T) / T=\left\langle s_{i} \mid \alpha_{i} \notin I\right\rangle .
$$

$\mathbb{Z}$-gradings on Lie algebras. Fix a simple root $\alpha_{k} \in \Delta$ and consider $P=P_{k}$ its corresponding maximal parabolic subgroup. For any root $\beta \in \Phi$ we denote by $m_{k}(\beta)$ the coefficient of $\alpha_{k}$ in $\beta$. Then we consider on $\mathfrak{g}$ the $\mathbb{Z}$-grading $\mathfrak{g}=\bigoplus_{\mathbb{Z}} \mathfrak{g}_{i}$ defined by

$$
\begin{equation*}
\mathfrak{g}_{0}=\mathfrak{t} \oplus \bigoplus_{\beta \in\left\langle\Delta \backslash\left\{\alpha_{k}\right\}\right\rangle_{\mathbb{Z}}} \mathfrak{g}_{\beta} \quad, \quad \mathfrak{g}_{i}=\bigoplus_{m_{k}(\beta)=i} \mathfrak{g}_{\beta} . \tag{1.1.2}
\end{equation*}
$$

In particular, $\mathfrak{p}=\bigoplus_{i \geq 0} \mathfrak{g}_{i}$ and $\mathfrak{g} / \mathfrak{p} \simeq \mathfrak{g}_{-1} \oplus \mathfrak{g}_{-2} \oplus \ldots \simeq \mathfrak{p}^{u}$, where $\mathfrak{p}^{u}$ is a $P$-module after adjoint action and the last identification of $P$-modules is given by the Killing form on $\mathfrak{g}$. Notice that only the summand $\mathfrak{g}_{-1}$ is a $\mathfrak{p}$-submodule of $\mathfrak{g} / \mathfrak{p}$. Moreover, given $\rho$ the longest root in $\Phi$, one has $m_{k}(\beta) \leq m_{k}(\rho)$. Thus, $\mathfrak{g} / \mathfrak{p}$ splits in as many summands as $m_{k}(\rho)$. We list the Dynkin diagrams labeled with the coefficients in $\rho$ of the corresponding simple roots.


Table 1.2: Coefficients of simple roots in the longest root.

### 1.2 Irreducible representations of semisimple Lie algebras

In this section we recall the main results of irreducible representations of semisimple Lie algebras and semisimple (simply connected) Lie groups.

Our main references are [FH91; Pro07].
We use the terms " $G$-representation" and " $G$-module" indistinctly. We recall that a $G$ equivariant map is a map between $G$-structures (eg. $G$-modules, $G$-varieties) commuting with the group action. By Weyl's theorem, every finite-dimensional representation of a semisimple complex Lie group $G$ splits as a direct sum of irreducible $G$-modules. A key result in the theory of representations is the following.

Schur's Lemma ([FH91], Sec. 1.2, Lemma 1.7). Let $V, W$ be irreducible $G$-representations and let $f, g: V \rightarrow W$ be $G$-equivariant maps. Then the following facts hold:
(i) either $f$ is an isomorphism (of $G$-modules) or $f=0$;
(ii) if $V=W$, then $f=\lambda \cdot I d_{V}$ for some $\lambda \in \mathbb{C}^{\times}$;
(iii) $f=\lambda g$ for some $\lambda \in \mathbb{C}^{\times}$.

From the Lie group-Lie algebras correspondence one knows that every $G$-module is a $\mathfrak{g}$ module, and that, under the (necessary) assumption that $G$ is simply connected, every $\mathfrak{g}$-module comes from a $G$-module.

In this respect, from now on $G$ is a simply connected semisimple complex Lie group.

Let $V$ be a finite-dimensional irreducible $\mathfrak{g}$-module (hence an irreducible $G$-module). The Cartan subalgebra $\mathfrak{t}$ acts diagonally on $V$, which decomposes as

$$
V=\bigoplus_{\alpha \in \mathfrak{t}^{\vee}} V_{\alpha} \quad, \quad V_{\alpha}:=\{v \in V \mid h \cdot v=\alpha(h) v \forall h \in \mathfrak{t}\}
$$

where $\alpha$ and $V_{\alpha}$ are said weights and weight spaces of $V$ respectively. Actually, the weights appearing above are exactly the weights in $\Lambda$ defined from the root system.

Finite-dimensional irreducible $G$-representations are in one-to-one correspondence with the dominant weights $\Lambda^{+}$of $\mathfrak{g}$. In particular, given $\mathfrak{u}:=\mathfrak{b} \backslash \mathfrak{t}$, every (finite-dimensional) irreducible $\mathfrak{g}$-representation $V$ admits a unique dominant weight $\lambda_{V} \in \Lambda^{+}$such that the weight space $V_{\lambda_{V}}$ coincides with the 1-dimensional subspace $V^{+}:=\{v \in V \mid \mathfrak{u} \cdot v=0\}$. The weight $\lambda_{V} \in \Lambda^{+}$is said highest weight of $V$, while a non-zero vector $v_{\lambda_{V}} \in V^{+}$is called a highest weight vector of $V$.

Given $G$ simply connected semisimple of Dynkin type $\mathcal{D}$, we denote by $V_{\lambda}^{G}$ or $V_{\lambda}^{\mathcal{D}}$ the irreducible $\mathfrak{g}$-representation with highest weight $\lambda$, and by $v_{\lambda} \in V_{\lambda}^{G}$ its highest weight vector.

Remark. We distinguish the weight space $V_{\lambda}=V^{+}$from the irreducible representation $V_{\lambda}^{G}$ by writing $G$ (or its Dynkin type) at exponent.

Recall that the dominant weight lattice $\Lambda^{+}=\sum_{i} \mathbb{Z}_{\geq 0} \omega_{i}$ is spanned by the fundamental weights $\omega_{1}, \ldots, \omega_{N}$ : then for any dominant weight $\lambda=a_{1} \omega_{1}+\ldots+a_{N} \omega_{N} \in \Lambda^{+}$it holds

$$
V_{\lambda}^{G} \subset \operatorname{Sym}^{a_{1}}\left(V_{\omega_{1}}^{G}\right) \otimes \ldots \otimes \operatorname{Sym}^{a_{N}}\left(V_{\omega_{N}}^{G}\right)
$$

We refer to an irreducible representation $V_{\omega_{k}}^{G}$, for $\omega_{k}$ a fundamental weight, as to fundamental representation.

Example. For Dynkin type $A_{N}$ the simply connected simple Lie group is $G=\mathrm{SL}_{N+1}$. Then for any $k \in[N]$ the $k$-th fundamental $G$-representation is $V_{\omega_{k}}^{G}=V_{\omega_{k}}^{A_{N}}=\bigwedge^{k} \mathbb{C}^{N+1}$. For any $k \in[N]$ and any $a \in \mathbb{Z}_{>0}$, the dominant weight $a \omega_{k} \in \Lambda^{+}$defines the irreducible $G$-representation $V_{a \omega_{k}}^{A_{N}} \subset \operatorname{Sym}^{a}\left(\bigwedge^{k} \mathbb{C}^{N+1}\right)$. Notice that the latter inclusion is strict for any $k \neq 1$.

The theory of characters provides a formula for the dimension of irreducible representations. In the following $\kappa$ denotes the Killing form, while

$$
\zeta:=\sum_{i=1}^{N} \omega_{i}
$$

is the sum of all the fundamental weights.
Weyl's dimension formula ([Pro07], Sec. 11.10.5). The irreducible G-representation $V_{\lambda}^{G}$ of highest weight $\lambda \in \Lambda^{+}$has dimension

$$
\begin{equation*}
\operatorname{dim} V_{\lambda}^{G}=\prod_{\alpha \in \Phi^{+}} \frac{\kappa(\lambda+\zeta, \alpha)}{\kappa(\zeta, \alpha)} \tag{1.2.1}
\end{equation*}
$$

Dual representations. Let $V^{G}$ be a $G$-representation and let $\left(V^{G}\right)^{\vee}$ be its dual space. The action of $G$ on $\left(V^{G}\right)^{\vee}$ is defined by $(g \cdot f)(v)=f\left(g^{-1} \cdot v\right)$ for any $g \in G, v \in V^{G}$ and $f \in\left(V^{G}\right)^{\vee}$. If $\Lambda\left(V^{G}\right)$ denotes the weights of $V^{G}$, then $\Lambda\left(\left(V^{G}\right)^{\vee}\right)=-\Lambda\left(V^{G}\right)$. Now assume $V^{G}=V_{\lambda}^{G}$ to be irreducible of highest weight $\lambda \in \Lambda^{+}$and consider $w_{0}$ the longest element in the Weyl group $\mathcal{W}_{G}$. Then $-\lambda$ is the lowest weight of $\left(V_{\lambda}^{G}\right)^{\vee}$ and $-w_{0} \lambda$ is the highest weight of $\left(V_{\lambda}^{G}\right)^{\vee}$, implying

$$
\left(V_{\lambda}^{G}\right)^{\vee}=V_{-w_{0}(\lambda)}^{G}
$$

Parabolic representations. Let $P_{I}$ be a parabolic subgroup with Levi decomposition $P_{I}=$ $L_{I} P_{I}^{u}$, where $L_{I}$ and $P_{I}^{u}$ are reductive and unipotent respectively. Let $\mathfrak{p}_{I}, \mathfrak{l}_{I}$ and $\mathfrak{p}_{I}^{u}$ be the corresponding Lie algebras. Recall that $\mathfrak{p}_{I}^{u}$ is nilpotent, and that $\mathfrak{l}_{I}$ is reductive with semisimple component $\mathfrak{s}_{I}$. The irreducible root system associated to $\mathfrak{s}_{I}$ is $\Phi(I)^{0}$ as in (1.1.1) and irreducible $\mathfrak{s}_{I}$-representations are in bijection with the dominant weights $\Lambda_{I}^{+}$. Moreover, for any $\lambda \in \Lambda_{I}^{+}$, the irreducible $\mathfrak{s}_{I}$-representation $V_{\lambda}^{\mathfrak{s}_{I}}$ is also an irreducible $\mathfrak{l}_{I}$-representations $V_{\lambda}^{\mathfrak{l}_{I}}$, which extends to an irreducible $\mathfrak{p}_{I}-$ representation $V_{\lambda}^{\mathfrak{p}_{I}}$ by letting the nilpotent component $\mathfrak{p}_{I}^{u}$ act trivially.

### 1.3 Rational homogeneous varieties

Rational homogeneous varieties are the main characters of the Geometric Representation Theory, studying the geometry arising from representations. However they are of great interest in several areas of Algebraic Geometry as they offer promising driving examples for the behaviour of more general varieties. All notation and assumptions from the previous section are assumed. For references we suggest [Ott95], [Sno89, Sec. 5-6] and [FH91, Sec. 23.3].

Rational homogeneous varieties. Let $G$ be a simply connected simple complex Lie group and let $V_{\lambda}^{G}$ an irreducible $G$-representation with highest weight $\lambda \in \Lambda^{+}$and highest weight vector $v_{\lambda} \in V_{\lambda}^{G}$. Then $G$ acts on the projective space $\mathbb{P}\left(V_{\lambda}^{G}\right)$ : in particular, the point $\left[v_{\lambda}\right] \in$ $\mathbb{P}\left(V_{\lambda}^{G}\right)$ corresponds to the weight space $V^{+}=\mathbb{C} \cdot v_{\lambda}$. The orbit $G \cdot\left[v_{\lambda}\right]$ is the unique closed
$G$-orbit in $\mathbb{P}\left(V_{\lambda}^{G}\right)$, hence it is a projective homogeneous variety. Moreover, the stabilizer of $\left[v_{\lambda}\right]$ is a parabolic subgroup (as it contains the Borel subgroup): more precisely,

$$
\operatorname{stab}_{G}\left(\left[v_{\lambda}\right]\right)=P_{I_{\lambda}} \quad, \quad I_{\lambda}:=\left\{\alpha_{i} \in \Delta \mid\left\langle\lambda \mid \alpha_{i}\right\rangle \neq 0\right\}
$$

As parabolic subgroups are closed, $G / P_{I_{\lambda}}=G \cdot\left[v_{\lambda}\right] \subset \mathbb{P}\left(V_{\lambda}^{G}\right)$ is compact, and one can prove it is rational too. On ther other hand, every projective rational homogeneous variety is isomorphic to a product of finitely many compact rational homogeneous varieties $G_{i} / P_{i}$ for certain $G_{i}$ simple and $P_{i}$ parabolic subgroups. The compact rational homogeneous varieties $G / P$ are also called generalized flag varieties, as they generalize the complete flag varieties $G / B$. When $G$ is simple simply connected of Dynkin type $\mathcal{D}$, we use indistinctly the notation $G / P=\mathcal{D} / P$.

The following result highlights a very important geometric property of rational homogeneous varieties: the statement appears in [Lan12, Theorem 6.10.6.5] and a proof is sketched in [Lan12, Sec. 16.2.2].

Kostant's Theorem. Let $V_{\lambda}^{G}$ be an irreducible $G$-module with highest weight $\lambda \in \Lambda^{+}$, and let $G / P \subset \mathbb{P}\left(V_{\lambda}^{G}\right)$ be the orbit of a highest weight line $\left[v_{\lambda}\right]$. Then the ideal $\mathcal{I}(G / P) \subset \operatorname{Sym}^{\bullet}\left(V_{\lambda}^{G}\right)^{\vee}$ is generated in degree 2 by $\left(V_{2 \lambda}^{G}\right)^{\perp} \subset \operatorname{Sym}^{2}\left(V_{\lambda}^{G}\right)^{\vee}$. In particular, rational homogeneous varieties are intersections of quadrics.

Generalized Grassmannians. We are interested in the varieties $G / P_{k}$ where $G$ is simply connected simple and $P_{k}=P_{\alpha_{k}}$ is a maximal parabolic subgroup defined by a simple root $\alpha_{k} \in \Delta$. Such $G / P_{k}$ are called generalized Grassmannians as they are generalization of Grassmannians (length-1 flags). They are the unique closed orbits in the projective spaces of the irreducible representations $V_{d \omega_{k}}^{G}$ defined by the highest weights $d \omega_{k}$ as $d \in \mathbb{Z}_{>0}$ varies: indeed, given $\lambda$ the highest weight such that $G / P_{k} \subset \mathbb{P}\left(V_{\lambda}^{G}\right)$, one has $\left\langle\lambda \mid \alpha_{i}\right\rangle=0$ for any $i \neq k$, that is $\lambda=d \omega_{k}$ for some $d \in \mathbb{Z}_{>0}$.

Example 1.3.1 (Grassmannians). For $G=\mathrm{SL}_{N+1}$ and $k \in[N]$, the unique closed orbit $G / P_{k}=$ $A_{N} / P_{k}$ in the fundamental representation $\mathbb{P}\left(V_{\omega_{k}}^{G}\right)=\mathbb{P}\left(\bigwedge^{k} \mathbb{C}^{N+1}\right)$ is the Grassmannian

$$
\operatorname{Gr}(k, N+1):=\left\{\left[v_{1} \wedge \ldots \wedge v_{k}\right] \in \mathbb{P}\left(\bigwedge^{k} \mathbb{C}^{N+1}\right)\right\} \simeq\left\{W \subset \mathbb{C}^{N+1} \mid W \simeq \mathbb{C}^{k}\right\}
$$

We denote points in $\operatorname{Gr}(k, N+1)$ by both [ $W$ ] and $\left[w_{1} \wedge \ldots \wedge w_{k}\right]$ where $W=\left\langle w_{1}, \ldots, w_{k}\right\rangle_{\mathbb{C}}$. After fixing a basis $\left(e_{1}, \ldots, e_{N+1}\right)$ of $\mathbb{C}^{N+1}$, the point corresponding to the highest weight vector is $[E]=\left[e_{1} \wedge \ldots \wedge e_{k}\right]=\left[v_{\omega_{k}}\right]$. Then, as stabilizer of $[E]$, the parabolic subgroup $P_{k}$ is

$$
P_{k}=\left\{\left.\left[\begin{array}{ll}
A & B \\
& C
\end{array}\right] \in \mathrm{GL}_{N+1} \right\rvert\, A \in \mathrm{GL}_{k}, B \in \operatorname{Mat}_{(k, N+1-k)}, C \in \mathrm{GL}_{N+1-k}\right\}
$$

In particular, $P_{k}$ has Levi decomposition given by $L_{k} \simeq \mathrm{GL}_{k} \times \mathrm{GL}_{N+1-k}$ and $P_{k}^{u} \simeq \operatorname{Mat}_{(k, N+1-k)}$. Notice that the Levi Lie algebra $\mathfrak{l}_{k}$ is semisimple of Dynkin type $A_{k-1}$ and it acts on $E$ with highest weight $\omega_{1}$. As any irreducible $\mathfrak{l}_{k}$-module with a given highest weight extends to an irreducible $\mathfrak{p}_{k}$-module with the same highest weight, we get that $E$ is the irreducible $P_{k}$-representation with highest weight $\omega_{1}$.

EXAMPLE 1.3.2 (Isotropic Grassmannians). Let $\Omega \in \Lambda^{2}\left(\mathbb{C}^{2 N}\right)^{\vee}$ be a non-degenerate symplectic form on $\mathbb{C}^{2 N}$. For any $W \subset \mathbb{C}^{2 N}$, let $W^{\perp}$ be its orthogonal with respect to $\Omega$. Recall that $W$ is $\Omega$-isotropic if $W \subset W^{\perp}$. For $G=\mathrm{Sp}_{2 N}^{\Omega}$ and $k \in[N-1]$, the $k$-th fundamental representation is $V_{\omega_{k}}^{G}=\bigwedge^{k} \mathbb{C}^{2 N}$ and the unique closed orbit $G / P_{k}=C_{N} / P_{k}$ is the isotropic Grassmannian

$$
\begin{aligned}
\operatorname{IG}_{\Omega}(k, 2 N) & :=\left\{\left[v_{1} \wedge \ldots \wedge v_{k}\right] \in \mathbb{P}\left(\bigwedge^{k} \mathbb{C}^{2 N}\right) \mid \Omega\left(v_{i}, v_{j}\right)=0 \forall i, j \in[k]\right\} \\
& \simeq\left\{W \subset \mathbb{C}^{2 N} \mid W \simeq \mathbb{C}^{k}, W \subset W^{\perp}\right\}
\end{aligned}
$$

Example 1.3.3 (Lagrangian Grassmannians). In the same notation as Example 1.3.2, for $k=N$ the variety $G / P_{N}=C_{N} / P_{N}$ is defined in the same way. It is called Lagrangian Grassmannian and denoted by $\mathrm{LG}_{\Omega}(N, 2 N)$.

Example 1.3.4 (Orthogonal Grassmannians). Let $q \in \operatorname{Sym}^{2}\left(\mathbb{C}^{2 N}\right)^{\vee}$ be a non-degenerate quadratic form on $\mathbb{C}^{2 N}$ (similarly on $\mathbb{C}^{2 N+1}$ ). For any $W \subset \mathbb{C}^{2 N}$ (resp. $\mathbb{C}^{2 N+1}$ ), let $W^{\perp}$ be its orthogonal with respect to $q$ : then $W$ is $q$-isotropic if $W \subset W^{\perp}$. The simply connected simple group $G$ of Dynkin type $D_{N}\left(\right.$ resp. $\left.B_{N}\right)$ is the spin group $\operatorname{Spin}_{2 N}^{q}$ (resp. $\operatorname{Spin}_{2 N+1}^{q}$ ), which will be defined in Sec. 3.1. However, the fundamental representations $V_{\omega_{k}}^{G}$ for $k \in[N-2]$ (resp. $\left.[N-1]\right)$ are also representations for the group $\mathrm{SO}_{2 N}^{q}\left(\right.$ resp. $\left.\mathrm{SO}_{2 N+1}^{q}\right)$ and they are $V_{\omega_{k}}^{G}=\bigwedge^{k} \mathbb{C}^{2 N}$. For such a $k$, the unique closed orbit $G / P_{k}=D_{N} / P_{k}\left(\right.$ resp. $\left.B_{N} / P_{k}\right)$ is the orthogonal Grassmannian

$$
\begin{aligned}
\mathrm{OG}_{q}(k, 2 N) & :=\left\{\left[v_{1} \wedge \ldots \wedge v_{k}\right] \in \mathbb{P}\left(\bigwedge^{k} \mathbb{C}^{2 N}\right) \mid q\left(v_{i}, v_{j}\right)=0 \forall i, j \in[k]\right\} \\
& \simeq\left\{W \subset \mathbb{C}^{2 N} \mid W \simeq \mathbb{C}^{k}, W \subset W^{\perp}\right\}
\end{aligned}
$$

(similarly for type $B_{N}$ ). However, for $k=N-1, N$ (resp. $N$ ) the fundamental representations of the spin group $\operatorname{Spin}_{2 N}$ (resp. $\mathrm{Spin}_{2 N+1}$ ) are not representations of $\mathrm{SO}_{2 N}^{q}$ (resp. $\mathrm{SO}_{2 N+1}^{q}$ ) and the above description fails: we describe them in Sec. 3.2. The varieties $G / P$ arising in this way are the Spinor varieties, which will be the topic of Sec. 3.3.

Example 1.3.5 (Veronese varieties). Consider $G=\mathrm{SL}_{N+1}$ and $d \in \mathbb{Z}_{>0}$. The irreducible representation of highest weight $d \omega_{1}$ is $V_{d \omega_{1}}^{A_{N}}=\operatorname{Sym}^{d}\left(V_{\omega_{1}}^{A_{N}}\right)=\operatorname{Sym}^{d} \mathbb{C}^{N+1}$ : this is not true for the other fundamental weights, as for $k, d \geq 2$ the representation $\operatorname{Sym}^{d}\left(V_{\omega_{k}}^{A_{N}}\right)$ is not irreducible anymore. After fixing a suitable basis $\left(e_{1}, \ldots, e_{N+1}\right)$ of $\mathbb{C}^{N+1}$, the highest weight vector in $\operatorname{Sym}^{d} \mathbb{C}^{N+1}$ is the monomial $v_{d \omega_{1}}=e_{1}^{d}$ and the unique closed orbit $A_{N} / P_{1}=\mathrm{SL}_{N+1} \cdot\left[e_{1}^{d}\right]$ in $\mathbb{P}\left(V_{d \omega_{1}}^{A_{N}}\right)$ is the degree-d Veronese variety

$$
\nu_{d}\left(\mathbb{P}^{N}\right):=\left\{\left[v^{d}\right] \in \mathbb{P}\left(\operatorname{Sym}^{d} \mathbb{C}^{N+1}\right) \mid[v] \in \mathbb{P}^{N}\right\}
$$

In the language of homogeneous bundles (see next paragraph), one says that the degree- $d$ Veronese variety $\nu_{d}\left(\mathbb{P}^{N}\right)$ is the rational homogeneous variety $A_{N} / P_{1}$ projectively embedded via the (homogeneous) line bundle $\mathcal{O}(d)$.

Homogeneous bundles. Let $G$ be a simply connected semisimple complex Lie Group and let $P$ be a parabolic subgroup. A rank- $r$ vector bundle $\mathcal{E}$ on $G / P$ is $G$-homogeneous if there exists a $G$-action on $\mathcal{E}$ commuting with the fibration $\mathcal{E} \rightarrow G / P$. The action of $G$ permutes the fibers of $\mathcal{E}$ : given $[g P] \in G / P$ and $h \in G$, one has $h \cdot \mathcal{E}_{[g P]}=\mathcal{E}_{[h g P]]}$. Moreover, given $[P] \in G / P$ the base point, one has $P \cdot \mathcal{E}_{[P]}=\mathcal{E}_{[P]}$, hence $\mathcal{E}_{[P]}$ is a $P$-representation. On the other hand, starting from a representation $\rho: P \rightarrow \mathrm{GL}\left(V^{P}\right)$ such that $V^{P} \simeq \mathbb{C}^{r}$, one can construct a rank-r $G$-homogeneous bundle $\mathcal{E}_{\rho}$ (cf. [Sno89, Sec. 5]): one defines $\mathcal{E}_{\rho}$ as the quotient $G \times{ }_{\rho} V^{P}=\left(G \times V^{P}\right) / \sim_{P}$ where $(g, v) \sim_{P}(h, w)$ if and only if $(h, w)=\left(g p^{-1}, \rho(p) v\right)$ for some $p \in P$. If $V^{P}=V_{\lambda}^{P}$ is an irreducible $P$-reprensentation of highest weight $\lambda$, then $\mathcal{E}_{\rho}$ is said irreducible $G$-homogeneous bundle, and we denote it by $\mathcal{E}_{\lambda}$.
The above construction allows to describe the global sections of $\mathcal{E}_{\rho}$ :

$$
H^{0}\left(G / P, \mathcal{E}_{\rho}\right) \simeq\left\{s: G \rightarrow V^{P} \mid s\left(g p^{-1}\right)=p \cdot s(g) \forall g \in G, p \in P\right\}
$$

In particular, the vector space $H^{0}\left(G / P, \mathcal{E}_{\rho}\right)$ is endowed with the natural action of $g$

$$
(g \cdot s)(h)=s\left(g^{-1} h\right) \quad \forall g, h \in G, s \in H^{0}\left(G / P, \mathcal{E}_{\rho}\right)
$$

hence it is a $G$-representation.

All line bundles on $G / P$ are $G$-homogeneous and, if $P_{I}$ is the parabolic subgroup defined by the subset of simple roots $I \subset \Delta$, then [Sno89, Theorem 6.4]

$$
\operatorname{Pic}\left(G / P_{I}\right) \simeq \mathbb{Z}^{I} \simeq \Lambda_{I}=\sum_{i \in I} \mathbb{Z} \omega_{i}
$$

In particular, if $P_{k}$ is maximal defined by the simple root $\alpha_{k} \in \Delta$, then the Picard group of $G / P_{k}$ is $\operatorname{Pic}\left(G / P_{k}\right)=\mathbb{Z} \mathcal{O}_{G / P_{k}}(1) \simeq \mathbb{Z} \omega_{k}$.

Recall that $\Lambda_{I}, \Lambda_{I}^{+}$and $\Lambda_{I}^{++}$denote the lattices of weights, dominant weights and regular dominant weights respectively. Recall that $\Lambda_{I}$ is in one-to-one correspondence with the line bundles on $G / P_{I}$, while the dominant weight lattice $\Lambda^{+}$is in one-to-one correspondence with the irreducible $G$-representations.

Borel-Weil's Theorem ([Sno89], Theorem 6.5). Let $G$ be a semisimple simply connected complex Lie group and let $P_{I}$ be a parabolic subgroup defined by the subset of simple roots $I \subset \Delta$. Let $\mathcal{L}_{\lambda} \in \operatorname{Pic}\left(G / P_{I}\right)$ be a line bundle with highest weight $\lambda \in \Lambda_{I}$. Then:
(i) $\mathcal{L}_{\lambda}$ is spanned at one point of $G / P_{I}$ iff $\mathcal{L}$ is spanned at every point of $G / P_{I}$, iff $\lambda \in \Lambda_{I}^{+}$;
(ii) $\mathcal{L}_{\lambda}$ is ample iff $\mathcal{L}$ is very ample, iff $\lambda \in \Lambda_{I}^{++}$;
(iii) $H^{0}\left(G / P_{I}, \mathcal{L}_{\lambda}\right)=0$ if $\lambda \in \Lambda_{I} \backslash \Lambda_{I}^{+}$;
(iv) $H^{0}\left(G / P_{I}, \mathcal{L}_{\lambda}\right) \simeq\left(V_{\lambda}^{G}\right)^{\vee}$ if $\lambda \in \Lambda_{I}^{+}$.

The above result generalizes to $G$-homogeneous bundles of higher rank too. It is a consequence of the fact that any irreducible $G$-homogeneous bundle on a rational homogeneous variety $G / P$ is isomorphic to the pull-back $\pi^{*} \mathcal{L}$ of a line bundle $\mathcal{L}$ on $G / B$ via the projection $\pi: G / B \rightarrow G / B$ : a proof is sketched in [Ott95, Sec. 10].

Borel-Weil's Theorem (Generalized). Let $G$ be a semisimple simply connected complex Lie group and let $P_{I}$ be a parabolic subgroup defined by the subset $I \subset \Delta$ of simple roots. Let $\mathcal{E}_{\lambda}$ be an irreducible $G$-homogeneous bundle with highest weight $\lambda \in \Lambda_{I}^{+}$. Then

$$
H^{0}\left(G / P_{I}, \mathcal{E}_{\lambda}\right) \simeq\left(V_{\lambda}^{G}\right)^{\vee}=V_{-w_{0}(\lambda)}^{G}
$$

Example 1.3.6 (Minimal homogeneous embedding). Let $G / P_{k}$ be the generalized flag defined by the maximal parabolic subgroup $P_{k}$. The highest weight defining the line bundle $\mathcal{O}(1)$ is the fundamental weight $\omega_{k}$, which is regular dominant. Then by Borel-Weil's Theorem we get the minimal homogeneous embedding

$$
G / P_{k} \hookrightarrow \mathbb{P}\left(H^{0}\left(G / P_{k}, \mathcal{O}(1)\right)^{\vee}\right) \simeq \mathbb{P}\left(V_{\omega_{k}}^{G}\right)
$$

Example 1.3.7 (Universal bundles). In the notation of Example 1.3.1, let $\mathcal{U}^{\vee}$ be the rank- $k$ bundle (dual to the universal bundle $\mathcal{U}$ ) on the Grassmannian $A_{N} / P_{k}=\operatorname{Gr}(k, N+1)$ with fibers $\mathcal{U}_{[W]}^{\vee} \simeq W$ for any $[W] \in \operatorname{Gr}(k, N+1)$. Since $P_{k}=\operatorname{stab}_{A_{N}}([E])$, the fiber $\mathcal{U}_{[E]}^{\vee} \simeq E$ is a $P_{k}$-representation with highest weight $\omega_{1}$. Then

$$
H^{0}\left(\operatorname{Gr}(k, N+1), \mathcal{U}^{\vee}\right) \simeq\left(V_{\omega_{1}}^{A_{N}}\right)^{\vee} \simeq\left(\mathbb{C}^{N+1}\right)^{\vee}
$$

Example 1.3.8 (The bundle $\mathcal{U}(1)$ on Grassmannians). In the notation of the above examples, consider the rank $-k$ vector bundle $\mathcal{U}(1)=\mathcal{U} \otimes \mathcal{O}(1)$ on the Grassmannian $\operatorname{Gr}(k, N+1)$. The rank- $k$ universal bundle $\mathcal{U}$ has no global sections, but its twisting $\mathcal{U}(1)$ does. Indeed, the determinant bundle of $\mathcal{U}$ is $\operatorname{det}(\mathcal{U}):=\bigwedge^{k} \mathcal{U} \simeq \mathcal{O}(1)$ and it holds

$$
\mathcal{U} \otimes \mathcal{O}(1) \simeq \mathcal{U} \otimes \operatorname{det}(\mathcal{U}) \simeq \bigwedge^{k-1} \mathcal{U}^{\vee}
$$

In particular, the fiber at $[W] \in \operatorname{Gr}(k, N+1)$ of the bundle $\mathcal{U}(1)$ is $(\mathcal{U}(1))_{[W]} \simeq \bigwedge^{k-1} W^{\vee}$, and its global sections are

$$
H^{0}(\operatorname{Gr}(k, N+1), \mathcal{U}(1)) \simeq \bigwedge^{k-1}\left(\mathbb{C}^{N+1}\right)^{\vee}
$$

We stress out that the above description does not always apply: for instance, it fails for Spinor varieties (cf. Sec. 3.5).

Example 1.3.9. Let $\mathcal{T}_{G / P}$ be the tangent bundle on $G / P$. The fiber at $[P] \in G / P$ is $\left(\mathcal{T}_{G / P}\right)_{[P]} \simeq \mathfrak{g} / \mathfrak{p} \simeq \mathfrak{p}^{u}$, which is a $P$-module under the adjoint action. We know that in general $\mathfrak{g} / \mathfrak{p}$ is not irreducible as $P$-module (neither if $P$ is maximal, cf. Sec. 6.2), hence the tangent bundle is not always an irreducible homogeneous bundle. The generalized flags $G / P$ for which it is irreducible are the cominuscule varieties (see Sec. 1.4).

### 1.4 Cominuscule varieties

The "cominuscule" varieties appears in different corners of the literature: in the theory of algebraic groups and their representations (eg. parabolic subgroups with abelian unipotent radical [RRS92]), in differential geometry (eg. compact hermitian symmetric spaces [Kos61, Sec. 8]), in Quantum Information (eg. varieties parametrizing certain simple quantum states [ST13]).

Definition. A fundamental weight $\omega_{i}$ is cominuscule if the longest root $\rho \in \Phi$ has coefficient 1 on the simple root $\alpha_{i}$. Given $P_{i}$ a maximal parabolic subgroup defined by a fundamental weight $\omega_{i}$, the generalized Grassmannian $G / P_{i}$ is cominuscule if $\omega_{i}$ is so.

Table 1.2 shows that cominuscule (fundamental) weights (and cominuscule varieties) only appear in Dynkin types $A B C D$ and $E_{6}, E_{7}$.

Proposition 1.4.1. Let $G$ a simple simply connected complex Lie group. Let $\omega$ be a cominuscule weight and let $P$ be the corresponding maximal parabolic subgroup. The following facts are equivalent:

1. The weight $\omega$ is cominuscule;
2. The $\mathbb{Z}$-grading of $\mathfrak{g}$ with respect to $P$ is $\mathfrak{g}=\mathfrak{g}_{-1} \oplus \mathfrak{g}_{0} \oplus \mathfrak{g}_{1}$;
3. The tangent space $\mathfrak{g} / \mathfrak{p}$ is an irreducible $\mathfrak{p}$-module;
4. The unipotent radical $P^{u}$ is an abelian group.

Proof. Let $\alpha$ be the simple root corresponding to the fundamental weight $\omega$. Consider the $\mathbb{Z}$ grading on $\mathfrak{g}$ induced by $\alpha$ as in (1.1.2). The non-zero component of highest grade corresponds to the coefficient $m_{\alpha}(\rho)$ of $\alpha$ in the longest root $\rho$. Moreover, the only $\mathfrak{p}$-submodule of $\mathfrak{g} / \mathfrak{p}=$ $\mathfrak{g}_{-1} \oplus \mathfrak{g}_{-2} \oplus \ldots \mathfrak{g}_{-m_{\alpha}(\rho)}$ is $\mathfrak{g}_{-1}$. Thus the equivalence among 1, 2 and 3 is straightforward. The equivalence between 1 and 3 is proved in [RRS92, Lemma 2.2].

The above proposition and Example 1.3.9 imply the following characterization of cominuscule varieties.

Corollary. Let $G / P$ be a projective rational homogeneous variety defined by a maximal parabolic subgroup $P$. The following facts are equivalent:

1. The variety $G / P$ is cominuscule;
2. The tangent bundle $\mathcal{T}(G / P)$ is an irreducible P-homogeneous bundle.

In Table 1.3 we list all the cominuscule varieties together with their tangent bundles. We denote by $\mathcal{U}$ both the rank- $k$ universal bundle on the Grassmannian $\operatorname{Gr}(k, N+1)$ and, when $N+1=2 M$, its pullbacks on the Lagrangian Grassmannian LG(M,2M) (cf. Example 1.3.3) and on the Spinor varieties $\mathbb{S}_{M}^{ \pm}$(cf. Sec. 3.3); $\mathcal{Q}$ (italic style) is the rank- $(N+1-k)$ quotient
bundle on the Grassmannian $\operatorname{Gr}(k, N+1) ; \mathrm{Q}^{m}$ (non-italic style) is the $m$-dimensional quadric in $\mathbb{P}^{m+1}$; the variety $\mathbb{O} \mathbb{P}^{2}:=E_{6} / P_{1}$ is called Cayley plane; $V_{\omega_{5}}^{D_{5}}$ is (one of) the half-spin representation of type $D_{5}$ (cf. Sec. 3.2).

| Dynkin | G | cominuscule weights | $G / P$ | $\mathcal{T}(G / P)$ |
| :---: | :---: | :---: | :---: | :---: |
| $A_{N}$ | $\mathrm{SL}_{N+1}$ |  | $\mathrm{Gr}(k, N+1)$ | $\mathcal{U}^{\vee} \otimes \mathcal{Q}$ |
| $B_{N}$ | $\operatorname{Spin}_{2 N+1}$ |  | $\mathrm{Q}^{2 N-1}$ | $\mathcal{U}^{\vee} \otimes\left(\mathcal{U}^{\perp} / \mathcal{U}\right)$ |
| $C_{N}$ | $\mathrm{Sp}_{2 N}$ | $\bigcirc-0<\omega_{\omega_{N}}$ | LG( $N, 2 N$ ) | $\operatorname{Sym}^{2} \mathcal{U}^{\vee}$ |
| $D_{N}$ | $\operatorname{Spin}_{2 N}$ |  | $\mathrm{Q}^{2 N-2}$ | $\mathcal{U}^{\vee} \otimes\left(\mathcal{U}^{\perp} / \mathcal{U}\right)$ |
| $D_{N}$ | $\operatorname{Spin}_{2 N}$ |  | $\mathbb{S}_{N}^{+}, \mathbb{S}_{N}^{-}$ | $\bigwedge^{2} \mathcal{U}^{\vee}$ |
| $E_{6}$ | $E_{6}$ |  | $\mathbb{O P}^{2}$ | $V_{\omega_{5}}^{D_{5}}=\bigwedge^{o d} \mathbb{C}^{5}$ |
| $E_{7}$ | $E_{7}$ |  | $E_{7} / P_{7}$ | $V_{\omega_{1}}^{E_{6}}$ |

Table 1.3: Cominuscule weights, cominuscule varieties and their tangent bundles.

Remark 1.4.2. The varieties $\operatorname{Gr}(3,6), \mathrm{LG}(3,6), \mathbb{S}_{6}^{ \pm}$and $E_{7} / P_{7}$ are known as Legendrian varieties, while $\mathbb{O P}^{2}$ is a Severi variety. They fit in the third and second row respectively of the Freudenthal's magic square (Table 1.4), which has been studied in detail by J.M. Landsberg and L. Manivel in [LM01; LM07].

| $\nu_{2}\left(\mathrm{Q}^{1}\right)$ | $\mathbb{P}\left(T \mathbb{P}^{2}\right)$ | $\mathrm{LG}(2,6)$ | $\mathbb{O P}_{0}^{2}$ |
| :---: | :---: | :---: | :---: |
| $\nu_{2}\left(\mathbb{P}^{2}\right)$ | $\mathbb{P}^{2} \times \mathbb{P}^{2}$ | $\mathrm{Gr}(2,6)$ | $\mathbb{O P}^{2}$ |
| $\mathrm{LG}(3,6)$ | $\mathrm{Gr}(3,6)$ | $\mathbb{S}_{6}^{ \pm}$ | $E_{7} / P_{7}$ |
| $F_{4}^{a d}$ | $E_{6}^{a d}$ | $E_{7}^{\text {ad }}$ | $E_{8}^{\text {ad }}$ |

Table 1.4: Freudenthal's magic square.

In the above table, $G^{\text {ad }}$ denotes the adjoint variety of $G$, that is the unique closed orbit in $\mathbb{P}(\mathfrak{g})$ under the adjoint action. The fourth row contains some adjoint varieties, while the third row (the Legendrian one) is given by the varieties of lines through a point of the adjoint variety in the same column. The second row contains the Severi varieties, which have the property that a generic hyperplane section is still homogeneous: such hyperplane sections give the first row.

## Chapter 2

## The geometry of tensors

### 2.1 Secant varieties and identifiability

Our main references about the geometry of tensors are [Lan12; Ber+18; OR20]. In this section we recall some notions and results from the theory of tensor decomposition.

We work over the complex field $\mathbb{C}$.

Secant varieties. Given $X \subset \mathbb{P}^{M}$ an irreducible non-degenerate projective variety, the $X$ rank of a point $p \in \mathbb{P}^{M}$, denoted by $r_{X}(p)$, is the minimum number of points of $X$ whose span contains $p$. The $r$-th secant variety $\sigma_{r}(X)$ of $X$ in $\mathbb{P}^{M}$ is defined as the Zariski closure of the set $\sigma_{r}^{\circ}(X):=\left\{p \in \mathbb{P}^{M}: r_{X}(p) \leq r\right\} \subset \mathbb{P}^{M}$ of points of rank at most $r$, i.e.

$$
\sigma_{r}(X):=\overline{\sigma_{r}^{\circ}(X)}=\overline{\left\{p \in \mathbb{P}^{M}: r_{X}(p) \leq r\right\}} \subset \mathbb{P}^{M}
$$

The border $X$-rank of a point $p \in \mathbb{P}^{M}$, denoted by $b r_{X}(p)$, is the minimum integer $r$ such that $p \in \sigma_{r}(X)$. Although computing the dimension of secant varieties is a hard problem in general, the following inequality always holds:

$$
\operatorname{dim} \sigma_{r}(X) \leq \exp \operatorname{dim} \sigma_{r}(X):=\min \{r(\operatorname{dim} X+1)-1, M\},
$$

where the right-hand side is called expected dimension of the secant variety. This is a straightforward consequence of the celebrated Terracini's Lemma.

Terracini's Lemma. In the above notation, let $p_{1}, \ldots, p_{r} \in X$ be $r$ distinct general points and let $q \in\left\langle p_{1}, \ldots, p_{r}\right\rangle \subset \sigma_{r}^{\circ}(X)$. Then

$$
T_{q} \sigma_{r}(X)=\left\langle T_{p_{1}} X, \ldots, T_{p_{r}} X\right\rangle
$$

If $\operatorname{dim} \sigma_{r}(X) \leq \operatorname{expdim} \sigma_{r}(X)$, then the secant variety $\sigma_{r}(X)$ is said to be defective. We say that $\sigma_{r}(X)$ overfills the ambient space if $\operatorname{dim} \sigma_{r}(X)=M \lesseqgtr r(\operatorname{dim} X+1)-1$, while it perfectly fills the ambient space if $\operatorname{dim} \sigma_{r}(X)=M=r(\operatorname{dim} X+1)-1$. The latter is said perfect case.

In the above notation, quite often one refers to points in $\mathbb{P}^{M}$ as to "tensors" and to the points of $X$-rank 1 (i.e. points in $X$ ) as to "simple (or decomposable) tensors". As the chain of secant varieties to $X$ always stabilizes at $\mathbb{P}^{M}$, it is quite common to look at points in $X$ as to "building blocks" for the whole space $\mathbb{P}^{M}$.
This general theory comes from a more concrete setting, motivating the choice of the word "tensor". Indeed, the most basic example is the one of matrices, for which the ambient space $\mathbb{P}^{M}=\mathbb{P}\left(\mathbb{C}^{n} \otimes \mathbb{C}^{m}\right)$ is given by all $n \times m$ matrices, the variety $X=\operatorname{Seg}\left(\mathbb{P}^{n-1} \times \mathbb{P}^{m-1}\right)$ is given by rank-1 matrices and the secant variety $\sigma_{r}(X)$ is given by the matrices of rank less or equal than $r$. Although basic, this is a "degenerate" case in which rank and border rank coincides.
However, the situation gets more complicated (and more interesting) when considering tensor spaces of higher order $d \geq 3$ (i.e. with $d$ tensor entries) $\mathbb{C}^{\left(n_{1}, \ldots, n_{d}\right)}:=\mathbb{C}^{n_{1}} \otimes \ldots \otimes \mathbb{C}^{n_{d}}$. An element $f \in \mathbb{C}^{\left(n_{1}, \ldots, n_{d}\right)}$ is said to be a tensor of format $\left(n_{1}, \ldots, n_{d}\right)$ (and order $d$ ). Tensors of the form $f=v_{1} \otimes \ldots \otimes v_{d} \in \mathbb{C}^{\left(n_{1}, \ldots, n_{d}\right)}$ for some $v_{i} \in \mathbb{C}^{n_{i}}$ are said decomposable or simple or rank-1: the set of projective classes of such elements is the Segre variety $\operatorname{Seg}\left(n_{1}, \ldots, n_{d}\right):=\operatorname{Seg}\left(\mathbb{P}^{n_{1}-1} \times \ldots \times \mathbb{P}^{n_{d}-1}\right) \subset \mathbb{P}\left(\mathbb{C}^{\left(n_{1}, \ldots, n_{d}\right)}\right)$. Clearly, any element $f \in \mathbb{C}^{\left(n_{1}, \ldots, n_{d}\right)}$ can be written as sum of decomposable elements, and the notion of rank is quite immediate as previous $X$-rank where $X=\operatorname{Seg}\left(n_{1}, \ldots, n_{d}\right)$.
Other examples of tensors which are ubiquitous in the literature are the space of symmetric tensors $\operatorname{Sym}^{d} \mathbb{C}^{n}$ whose "symmetric rank"-1 elements define the degree- $d$ Veronese variety $\nu_{d}\left(\mathbb{P}^{n-1}\right)$ (cf. Example 1.3.5), and the space of skewsymmetric tensors $\bigwedge^{k} \mathbb{C}^{n}$ whose "skewsymmetric rank"-1 elements give the Grassmannian $\operatorname{Gr}(k, n)$ (cf. Example 1.3.1). More in general, from Sec. 1.3 we know that any (projective) rational homogeneous variety $G / P$ embedded in an irreducible representation $V_{\lambda}^{G}$ is a rank-1 variety.

Identifiability. For any $p \in \mathbb{P}^{M}$ with $r_{X}(p)=r$, the decomposition locus of $p$ is the set of all $r$-tuples of points of $X$ giving a minimal (i.e. length- $r$ ) decomposition of $p$

$$
\operatorname{Dec}_{X}(p):=\left\{\left(p_{1}, \ldots, p_{r}\right) \mid p_{i} \in X, p \in\left\langle p_{1}, \ldots, p_{r}\right\rangle, r=r_{X}(p)\right\} \subset X_{/ \mathfrak{S}_{r}}^{r}
$$

where $X_{/ \mathfrak{S}_{r}}^{r}$ denotes the symmetric quotient of $X^{r}$ by the symmetric group $\mathfrak{S}_{r}$ acting on $r$ elements. An element $\left(p_{1}, \ldots, p_{r}\right) \in \operatorname{Dec}_{X}(p)$ is called a decomposition of $p$. A point $p$ is identifiable if there exists a unique decomposition of $p$, i.e. $\operatorname{Dec}_{X}(p)$ is a singleton. Otherwise one says that $p$ is unidentifiable.
For any subset $Y \subset \mathbb{P}^{M}$, we say that $Y$ is (un)identifiable if any point of $Y$ is so. In particular, an orbit is (un)identifiable if and only if a representative of it is so.

Tangential-identifiability The tangential variety of $X$ in $\mathbb{P}^{M}$ is the union of all lines in $\mathbb{P}^{M}$ which are tangent to $X$, i.e. it is the set of all tangent points to $X$

$$
\tau(X):=\bigcup_{p \in X} T_{p} X \subset \mathbb{P}^{M}
$$

In particular, $X \subset \tau(X) \subset \sigma_{2}(X)$. Moreover, from Zak's key result [Zak93, Theorem 1.4] it holds that either $\operatorname{dim} \tau(X)=2 \operatorname{dim} X$ and $\operatorname{dim} \sigma_{2}(X)=2 \operatorname{dim} X+1$, or $\tau(X)=\sigma_{2}(X)$.

Definition 2.1.1. A tangent point $q \in \tau(X)$ is tangential-identifiable if it lies on a unique tangent line to $X$, or equivalently if there exists a unique $p \in X$ such that $q \in T_{p} X$. Otherwise it is tangential-unidentifiable.

We say that an orbit is tangential-(un)identifiable if all of its elements are so.
Definition 2.1.2. Given a tangent point $q \in \tau(X)$, its tangential-locus is the set of points $p \in X$ such that $q \in T_{p} X$.

Clearly, if $q$ is tangential-identifiable, then its tangential-locus is given by a single point at $X$.

Hilbert scheme of 2 points. Given $X$ a smooth projective variety of dimension $n$, the Hilbert scheme of 2 points $\mathrm{Hilb}_{2}(X)$ on $X$ is the scheme of 0 -dimensional subschemes of $X$ of length 2: since $X$ is smooth, $\operatorname{Hilb}_{2}(X)$ is smooth too (this is false for Hilbert schemes of higher lengths). The subschemes in $\mathrm{Hilb}_{2}(X)$ are of two types: the reduced subschemes, corresponding to subsets of distinct points $\{p, q\} \subset X$, and the non-reduced subschemes supported at only one point, lying on the boundary and parametrized by points of $X$ along with their tangent directions (a.k.a. 2 -jets), that is $\{p, v\}$ such that $p \in X$ and $v \in T_{p} X$. The Hilbert scheme $\mathrm{Hilb}_{2}(X)$ admits the universal subscheme


Notice that $\pi_{H}^{-1}(\mathcal{Z}) \simeq \mathcal{Z}$. The universal subscheme $\Phi$ is isomorphic to the blow-up $B l_{\Delta}(X \times X)$ of the product $X \times X$ along the diagonal $\Delta_{X}$ (see [Ver01, Section 3], [Ull16, Section 1]).

REmark 2.1.3. Let $X_{/ \mathfrak{S}_{2}}^{2}:=(X \times X) / \mathfrak{S}_{2}$ be the symmetric square of $X$ obtained by quotienting $X \times X$ by the action of the symmetric group acting on two elements and switching the entries in every pair: it is singular along the diagonal $\Delta_{X}$ (which by abuse of notation we denote in the same way as the diagonal in $X \times X)$. The isomorphism $\Phi \simeq B l_{\Delta}(X \times X)$ leads to the commutative diagram

in which the projection $\pi_{H}: \Phi \rightarrow \operatorname{Hilb}_{2}(X)$ corresponds to the quotient by the $\mathfrak{S}_{2}$-action $B l_{\Delta}(X \times X) \rightarrow \operatorname{Hilb}_{2}(X)$. In particular, the Hilbert scheme of 2 points can be realized as the blow-up of the symmetric square $X_{/ \mathfrak{S}_{2}}^{2}$ along the diagonal, i.e.

$$
\operatorname{Hilb}_{2}(X) \simeq B l_{\Delta_{X}}\left(X_{/ \mathfrak{S}_{2}}^{2}\right)
$$


#### Abstract

Motivated by the problem of identifiability and tangentialidentifiability of points in the secant variety of lines, one can consider an incidence variety which "solves" the unidentifiabilities by distinguishing among the different bisecant or tangent lines on which each point lies. Such a variety is the $2-n d$ abstract secant variety. In the literature there are several (and non-equivalent) definitions of abstract secant varieties. Due to our purposes, we define the $2-$ nd abstract secant variety as the smooth variety


$$
A b \sigma_{2}(X):=\left\{(\mathcal{Z}, p) \in \operatorname{Hilb}_{2}(X) \times \mathbb{P}^{M} \mid p \in\langle\mathcal{Z}\rangle\right\}
$$

where $\mathrm{Hilb}_{2}(X)$ is the Hilbert scheme of 2 points on $X$, and $\langle\mathcal{Z}\rangle \subset \mathbb{P}^{M}$ denotes the linear span of $\mathcal{Z}$. The $2-$ nd abstract secant variety comes with the natural projections onto the two factors $\pi_{1}: A b \sigma_{2}(X) \rightarrow \operatorname{Hilb}_{2}(X)$ and $\pi_{2}: A b \sigma_{2}(X) \rightarrow \mathbb{P}^{M}:$ in particular,

$$
\pi_{2}\left(A b \sigma_{2}(X)\right)=\sigma_{2}(X) .
$$

The fiber of $\pi_{2}$ at an identifiable point $[a+b] \in \sigma_{2}^{\circ}(X)$ is given by just the reduced subscheme $\{[a],[b]\} \subset X$, while the fiber at a tangential-identifiable point $[q] \in \tau(X)$ such that $[q] \in T_{[x]} X$ is just the 2 -jet $\{[x],[q]\} \in \operatorname{Hilb}_{2}(X)$. More in general, the fiber at a given point $p \in \sigma_{2}^{\circ}(X)$ coincides with the decomposition locus of $p$. On the other hand, the projection $\pi_{1}$ onto the first factor is a $\mathbb{P}^{1}$-fibration, i.e. fibers are isomorphic to projective lines.

Remark 2.1.4. With this definition, $A b \sigma_{2}(X)$ is smooth (as $H i l b_{2}(X)$ is so) and closed. However, different definitions of the $2-$ nd abstract secant variety may require to take the closure, and may even be singular. For instance, if one replaces the Hilbert scheme by the product $X \times X$, then one needs to take the closure and gets a smooth variety. On the other hand, one can also replace $\operatorname{Hilb}_{2}(X)$ by the symmetric square $X_{/ \mathfrak{S}_{2}}^{2}:=(X \times X) / \mathfrak{S}_{2}$ : in this case, again the closure is needed but the variety is singular along the preimage of the diagonal via the projection onto the first factor.

### 2.2 Apolarity Theory: from classical to nonabelian

Apolarity Theory is a very rich toolbox for studying several properties of tensors: historically it was born in the setting of symmetric tensors [IK99] and then spread to wider classes of varieties [Arr +21; LO13; Sta23]. We assume notation and arguments from previous sections.

Classical apolarity. Given a degree-d homogeneous polynomial (i.e. symmetric tensor) $f \in \operatorname{Sym}^{d} \mathbb{C}^{N+1}$, the Waring decomposition problem consists in finding a minimal decomposition (i.e. as many summands as the symmetric rank) of $f$ as sum of $d$-powers of linear forms (i.e. rank-1 symmetric tensors):

$$
f=\sum_{i=1}^{r} \ell_{i}^{d} \quad, \quad \ell_{i} \in \mathbb{C}^{N+1}
$$

In the language from Sec. 2.1, this is equivalent to asking for which $r \in \mathbb{N}$ the point $[f] \in$ $\mathbb{P}\left(\operatorname{Sym}^{d} \mathbb{C}^{N+1}\right)$ lies in the set $\sigma_{r}^{\circ}\left(\nu_{d}\left(\mathbb{P}^{N}\right)\right) \backslash \sigma_{r-1}^{\circ}\left(\nu_{d}\left(\mathbb{P}^{N}\right)\right)$. A problem of great interest, both in pure and applied mathematical areas, is whether a minimal Waring decomposition of $f$ is either unique (i.e. $f$ is identifiable) or there are either finitely or infinitely many of them.

Consider the dual space $\operatorname{Sym}^{d}\left(\mathbb{C}^{N+1}\right)^{\vee}$, whose elements can be seen as degree- $d$ homogeneous derivations. Given $f \in \operatorname{Sym}^{d} \mathbb{C}^{N+1}$, for any $h \leq d$ the pairing

$$
\mathcal{C}^{h, d-h}: \operatorname{Sym}^{d} \mathbb{C}^{N+1} \otimes \operatorname{Sym}^{h}\left(\mathbb{C}^{N+1}\right)^{\vee} \rightarrow \operatorname{Sym}^{d-h} \mathbb{C}^{N+1}
$$

induces the $h$-th catalecticant map of $f$

$$
\begin{array}{ccc}
\mathcal{C}_{f}^{h, d-h}: \operatorname{Sym}^{h}\left(\mathbb{C}^{N+1}\right)^{\vee} & \longrightarrow & \operatorname{Sym}^{d-h} \mathbb{C}^{N+1} \\
\partial & \mapsto & \partial(f)
\end{array}
$$

The apolar ideal of $f$ is the ideal of the graded algebra $\operatorname{Sym}^{\bullet}\left(\mathbb{C}^{N+1}\right)^{\vee}$

$$
(f)^{\perp}:=\left\{g \in \operatorname{Sym}^{\bullet}\left(\mathbb{C}^{N+1}\right)^{\vee} \mid g(f)=0\right\}=\bigoplus_{h \geq 0} \operatorname{ker}\left(\mathcal{C}_{f}^{h, d-h}\right)
$$

where we also admit the values $h \geq d$ for which $\operatorname{ker}\left(\mathcal{C}_{f}^{h, d-h}\right)=\operatorname{Sym}^{h}\left(\mathbb{C}^{N+1}\right)^{\vee}$. The apolar ideal plays a central role in the following key result in Apolarity Theory [IK99].
Apolarity Lemma. Let $f \in \operatorname{Sym}^{d} \mathbb{C}^{N+1}$ be a degree-d homogeneous polynomial and let $\ell_{1}, \ldots, \ell_{r} \in \mathbb{C}^{N+1}$ be $r$ distinct linear forms. Then

$$
f=\sum_{i=1}^{r} \ell_{i}^{d} \Longleftrightarrow \mathcal{I}\left(\left[\ell_{1}\right], \ldots,\left[\ell_{r}\right]\right) \subset(f)^{\perp}
$$

Roughly, Apolarity Lemma allows to look for decompositions of $f$ among the saturated 0dimensional ideals inside $(f)^{\perp}$.

REMARK 2.2.1. As the pairing $\mathcal{C}^{h, d-h}$ is $\mathrm{SL}_{N+1}$ - equivariant, one can read it in terms of representations as $V_{d \omega_{1}}^{A_{N}} \otimes\left(V_{h \omega_{1}}^{A_{N}}\right)^{\vee} \simeq V_{d \omega_{1}}^{A_{N}} \otimes V_{h \omega_{N}}^{A_{N}} \rightarrow V_{(d-h) \omega_{1}}^{A_{N}}$. As there is only one copy of the irreducible module $V_{(d-h) \omega_{1}}^{A_{N}}$ as summand in the tensor module on the left-hand side, by Schur's Lemma it follows that the map $\mathcal{C}^{h, d-h}$ is the unique (up to scalars) $\mathrm{SL}_{N+1}$-equivariant map between the two above modules. Since $\operatorname{Sym}^{d} \mathbb{C}^{N+1}=H^{0}\left(\mathbb{P}^{N}, \mathcal{O}(d)\right)^{\vee}$, another interpretation of the map $\mathcal{C}^{h, d-h}$ comes from the natural contraction map between spaces of global sections of line bundles on $\mathbb{P}^{N}$ : indeed, the classical apolarity is a special case of the nonabelian apolarity which we introduce later in this section.

Skewsymmetric apolarity. An analog of the $h$-th catalecticant map from the classical apolarity for skewsymmetric tensors is the following [Arr+21, Def. 4]. We denote decomposable elements by $\mathbf{v}_{I}=\mathbf{v}_{\left\{i_{1}, \ldots, i_{k}\right\}}=v_{i_{1}} \wedge \ldots \wedge v_{i_{k}} \in \wedge^{k} \mathbb{C}^{N+1}$ and their dual elements by $\mathbf{w}^{J}=\mathbf{w}^{\left\{j_{1}, \ldots, j_{k}\right\}}=w^{1} \wedge \ldots \wedge w^{k} \in \bigwedge^{k}\left(\mathbb{C}^{N+1}\right)^{\vee}$. For any $h \leq k$ and any rank-1 skewsymmetric tensor $\mathbf{v}_{I} \in \bigwedge^{k} \mathbb{C}^{N+1}$, one considers

$$
\begin{aligned}
\mathcal{C}_{\mathbf{v}_{I}}^{h, k-h}: \bigwedge^{h}\left(\mathbb{C}^{N+1}\right)^{\vee} & \rightarrow \bigwedge^{k-h} \mathbb{C}^{N+1} \\
\mathbf{w}^{J} & \mapsto\left(\mathbf{w}^{J}\right) \cdot\left(\mathbf{v}_{I}\right)
\end{aligned}
$$

where

$$
\left(\mathbf{w}^{J}\right) \cdot\left(\mathbf{v}_{I}\right)=\sum_{S \in\binom{I}{h}} \operatorname{sign}(S) \operatorname{det}\left(w^{j_{p}}\left(v_{s_{q}}\right)\right) \mathbf{v}_{I \backslash S}
$$

for $S$ varying among the (ordered) subsets of $h$ elements in $I, \operatorname{sign}(S)$ being the sign of the permutation that sends the sequence $\left\{i_{1}, \ldots, i_{k}\right\}$ to the sequence $\left\{s_{1}, \ldots, s_{h}, I \backslash S\right\}$, and $\left(w^{j_{p}}\left(v_{s_{q}}\right)\right)$ being the $h \times h$ matrix with $J$-indexed rows and $S$-indexed columns. Then the skewapolarity action is defined by extending by linearity the above map to the bilinear map

$$
\begin{equation*}
\mathcal{C}^{h, k-h}: \bigwedge^{k} \mathbb{C}^{N+1} \otimes \bigwedge^{h}\left(\mathbb{C}^{N+1}\right)^{\vee} \longrightarrow \bigwedge^{k-h} \mathbb{C}^{N+1} \tag{2.2.1}
\end{equation*}
$$

The restriction $\mathcal{C}_{f}^{h, k-h} \in \operatorname{Hom}\left(\bigwedge^{h}\left(\mathbb{C}^{N+1}\right)^{\vee}, \bigwedge^{k-h} \mathbb{C}^{N+1}\right)$ are called skew-catalecticants. Given $f \in \bigwedge^{k} \mathbb{C}^{N+1}$ one defines its orthogonal with respect to the skew-apolar action

$$
f^{\perp}:=\left\{g \in \bigwedge^{h \leq N+1}\left(\mathbb{C}^{N+1}\right)^{\vee} \mid g \cdot f=0\right\}
$$

Moreover, given $r$ decomposable elements $\mathbf{v}_{i}=v_{i, 1} \wedge \ldots \wedge v_{i, k} \in \operatorname{Gr}(k, N+1)$ for $i \in[r]$ corresponding to the $k$-dimensional subspaces $H_{\mathbf{v}_{i}} \subset \mathbb{C}^{N+1}$, one defines $\mathcal{I}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{r}\right):=\bigcap_{i \in[r]} H_{\mathbf{v}_{i}}^{\perp}$ and by $\mathcal{I}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{r}\right)_{k}:=\mathcal{I}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{r}\right) \cap \bigwedge^{k} \mathbb{C}^{N+1}$ its $k$-degree component. There is a result similar to the Apolarity Lemma holds [Arr+21, Lemma 12].

Skew-apolarity Lemma (Arrondo-Bernardi-Marques-Mourrain). In the above notation, the following are equivalent:
(i) $f=\sum_{i \in[r]} \mathbf{v}_{i}$;
(ii) $\mathcal{I}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{r}\right) \subset f^{\perp}$;
(iii) $\left(\mathcal{I}\left(\mathbf{v}_{1}, \ldots, \mathbf{v}_{r}\right)\right)_{k} \subset\left(f^{\perp}\right)_{k}$.

Remark 2.2.2. Similarly to Remark 2.2.1, the skew-apolarity action can be interpreted in terms of $\mathrm{SL}_{N+1}-$ representations as the $\mathrm{SL}_{N+1}$-equivariant map $V_{\omega_{k}}^{A_{N}} \otimes V_{\omega_{N+1-h}}^{A_{N}} \rightarrow V_{\omega_{k-h}}^{A_{N}}$. Again, by Schur's Lemma one can prove that this map is uniquely determined (up to scalars). Moreover, also in this case one can translate everything in the language of vector bundles, since $\bigwedge^{k} \mathbb{C}^{N+1}=V_{\omega_{k}}^{A_{N}} \simeq H^{0}(\operatorname{Gr}(k, N+1), \mathcal{O}(1))^{\vee}$.

Nonabelian apolarity The classical apolarity action and the skew-apolarity action are particular cases of a more general apolarity, namely the nonabelian apolarity, introduced at first in [LO13, Section 1.3]. Let $X \subset \mathbb{P}^{n}$ be a projective variety and let $\mathcal{L}$ be a very ample line bundle on $X$ giving the embedding $X \subset \mathbb{P}^{n}=\mathbb{P}\left(H^{0}(X, \mathcal{L})^{\vee}\right)$. Let $\mathcal{E}$ be a rank-e vector bundle on $X$ such that $H^{0}\left(X, \mathcal{E}^{\vee} \otimes \mathcal{L}\right)$ is not trivial, where $\mathcal{E}^{\vee}$ denotes the bundle dual to $\mathcal{E}$. The natural contraction map

$$
H^{0}(X, \mathcal{E}) \otimes H^{0}\left(X, \mathcal{E}^{\vee} \otimes \mathcal{L}\right) \longrightarrow H^{0}(X, \mathcal{L})
$$

leads to the morphism $A: H^{0}(X, \mathcal{E}) \otimes H^{0}(X, \mathcal{L})^{\vee} \longrightarrow H^{0}\left(X, \mathcal{E}^{\vee} \otimes \mathcal{L}\right)^{\vee}$ and, after fixing a given $f \in H^{0}(X, \mathcal{L})^{\vee}$, one gets the linear map

$$
A_{f}: H^{0}(X, \mathcal{E}) \longrightarrow H^{0}\left(X, \mathcal{E}^{\vee} \otimes \mathcal{L}\right)^{\vee}
$$

defined as $A_{f}(s):=A(s \otimes f)$ for any $s \in H^{0}(X, \mathcal{E})$, and called nonabelian apolarity action. Let $H^{0}\left(X, \mathcal{I}_{Z} \otimes \mathcal{E}\right)$ and $H^{0}\left(X, \mathcal{I}_{Z} \otimes \mathcal{E}^{\vee} \otimes \mathcal{L}\right)$ be the spaces of global sections vanishing on a 0 -dimensional subscheme $Z \subset X$, and let $\langle Z\rangle \subset H^{0}(X, \mathcal{L})^{\vee}$ be the linear span of $Z$. For a proof of the following result we refer to [LO13, Proposition 5.4.1].

Proposition 2.2.3 (Landsberg-Ottaviani). Let $f \in H^{0}(X, \mathcal{L})^{\vee}$ and let $Z \subset X$ be a 0 -dimensional subscheme such that $f \in\langle Z\rangle$. Then it holds $H^{0}\left(X, \mathcal{I}_{Z} \otimes \mathcal{E}\right) \subseteq \operatorname{ker} A_{f}$ and $H^{0}\left(X, \mathcal{I}_{Z} \otimes \mathcal{E}^{\vee} \otimes \mathcal{L}\right) \subseteq \operatorname{Im} A_{f}^{\perp}$.

It is worth remarking that the above result holds for non-reduced subschemes $Z \subset X$ too. The schematic non-reduced version of the nonabelian apolarity has already been considered in [OR20, Theorem 6.10] for Veronese varieties, and more generally in [Gał17, Proposition 7]. In the classical apolarity, the case of minimal subschemes is considered with respect to cactus varieties and cactus rank [BB14; BR13], while for non-minimal subschemes see [BT20]. Finally, for reduced subschemes we recall the following result [OO13, Proposition 4.3].

Proposition 2.2.4 (Oeding-Ottaviani). Let $f \in H^{0}(X, \mathcal{L})^{\vee}$ and let $Z \subset X$ be a 0 -dimensional reduced subscheme of length $r$, minimal with respect to the property $f \in\langle Z\rangle$. Assume that $\operatorname{Rk} A_{f}=r \cdot \operatorname{Rk} \mathcal{E}$. Then it holds $H^{0}\left(X, \mathcal{I}_{Z} \otimes \mathcal{E}\right)=\operatorname{ker} A_{f}$ and $H^{0}\left(X, \mathcal{I}_{Z} \otimes \mathcal{E}^{\vee} \otimes \mathcal{L}\right)=\operatorname{Im} A_{f}^{\perp}$. In particular, $Z$ is contained in the common zero locus of $\operatorname{ker} A_{f}$ and $\operatorname{Im} A_{f}^{\perp}$.

### 2.3 Hamming distance on projective varieties

We introduce a notion of distance between points of a projective variety with respect to its embedding. The name "Hamming" comes from the similarity with the Hamming distance in Code Theory, which measures how much two code arrays differ. This notion has already appeared in [CGG05; BDD07; AOP12].

Definition 2.3.1. Let $X \subset \mathbb{P}^{M}$ be an irreducible projective variety. The Hamming distance $d(p, q)$ between two points $p, q \in X$ is the minimum number of lines in $\mathbb{P}^{M}$ which are fully contained in $X$ and connect $p$ to $q$, that is

$$
d(p, q):=\min \left\{r \mid \exists p_{1}, \ldots, p_{r-1} \in X \text { s.t. } L\left(p_{i}, p_{i+1}\right) \subset X, i=0: r-1\right\}
$$

where $p_{0}=p$ and $p_{r}=q$ and $L\left(p_{i}, p_{i+1}\right)$ is the line passing through $p_{i}$ and $p_{i+1}$.
In particular, $d(p, q)=0$ if and only if $p=q$, while $d(p, q)=1$ if and only if $L(p, q) \subset X$ and $p \neq q$. The maximum Hamming distance possible between points of $X$ is called the diameter of $X$ :

$$
\operatorname{diam}(X):=\max \{d(p, q) \mid p, q \in X\}
$$

Remark 2.3.2. Given $G$ a group, $W$ a $G$-representation and $X \subset \mathbb{P}(W)$ a variety which is invariant under the $G$-action induced on $\mathbb{P}(W)$, then the $G$-action preserves the Hamming distance between points in $X$, that is $d(g \cdot p, g \cdot q)=d(p, q)$.

Remark. As any generalized flag variety $G / P$ is intersection of quadrics, for any two distinct points $p, q \in G / P$ by Bèzout one gets $d(p, q) \geq 2$ if and only if $L(p, q) \cap(G / P))=\{p, q\}$.

Remark. For cominuscule varieties the Hamming distance coincides with the minimum possible degree of rational curves passing through the two points [Buc+13, Lemma 4.2]. For noncominuscule varieties this is not true in general (a counterexample is given in Sec. 6.2).

## Chapter 3

## Diving into spinors

### 3.1 Spin groups from Clifford algebras

Spin groups are known as the universal double coverings of the special orthogonal groups. This section is devoted to construct algebraically spin groups starting from Clifford algebras.

We refer to [Pro07, Secc. 5.4, 5.5].

Clifford algebras. Let $V$ be an $N$-dimensional complex euclidean space endowed with a nondegenerate quadratic form $q \in \operatorname{Sym}^{2} V^{\vee}$. We denote the norm and the inner product defined by $q$ as $q(v)=\|v\|^{2}$ and $q(v, w)$ respectively. We recall the polarization formula $2 q(v, w)=$ $q(v+w)-q(v)-q(w)$. Given $T(V)=\bigoplus_{k \geq 0} V^{\otimes k}$ the graded tensor algebra over $V$, one defines the Clifford algebra of $q$ over $V$ as the quotient algebra

$$
\mathrm{Cl}_{q}(V):=\frac{T(V)}{\left(v^{\otimes 2}-q(v)\right)} .
$$

We denote by $v \cdot w$ (or simply, $v w$ ) the ring product in $\mathrm{Cl}_{q}(V)$ : for any $v, w \in V$,

$$
v \cdot w+w \cdot v=(v+w)^{2}-v^{2}-w^{2}=q(v+w)-q(v)-q(w)=2 q(v, w) .
$$

In particular, orthogonal elements in $V$ anticommute in $\mathrm{Cl}_{q}(V): v \perp w \Longrightarrow v \cdot w=-w \cdot v$. Although the ideal $I=\left(v^{\otimes 2}-q(v)\right)$ is not homogeneous, it is of even degree and it decomposes as $I_{0} \oplus I_{1}$, where $I_{0}$ is the even-degree component and $I_{1}$ the odd-degree one. It follows that the quotient algebra $\mathrm{Cl}_{q}(V)$ is $\mathbb{Z} / 2 \mathbb{Z}$-graded with graded decomposition

$$
\mathrm{Cl}_{q}(V)=\frac{T^{e v}(V)}{I_{0}} \oplus \frac{T^{o d}(V)}{I_{1}}=\mathrm{Cl}_{q}^{+}(V) \oplus \mathrm{Cl}_{q}^{-}(V)
$$

The $[0]_{2}$-degree component $\mathrm{Cl}_{q}^{+}(V)$ is called even Clifford algebra of $q$ over $V$.

It is useful to give a functorial definition for Clifford algebras.

Universal property. The Clifford algebra $\mathrm{Cl}_{q}(V)$ of $q$ over $V$ is the algebra with the following universal property: for any algebra $R$ such that $V \subset R$ and for any linear map $\phi: V \rightarrow R$ such that $\phi(v)^{2}=q(v) \cdot \mathbf{1}_{R}$, there exists a unique algebra homomorphism $\psi: \mathrm{Cl}_{q}(V) \rightarrow R$ making the following diagram commuting


Remark. By functoriality, for any orthogonal transformation of vector spaces $f:(V, q) \rightarrow$ $\left(V^{\prime}, q^{\prime}\right)$ there is an algebra homomorphism $f_{*}: \mathrm{Cl}_{q}(V) \rightarrow \mathrm{Cl}_{q^{\prime}}\left(V^{\prime}\right)$. This also leads to the identification of the orthogonal group as subgroup of the automorphism group of the Clifford algebra: $O(V, q)<\operatorname{Aut}\left(\mathrm{Cl}_{q}(V)\right)$.

Given $\left(e_{1}, \ldots, e_{N}\right)$ a $q$-orthogonal basis of $V$, then $\left(e_{i_{1}} \cdots e_{i_{k}} \mid k \geq 0, i_{1}<\ldots<i_{k}\right)$ is a basis of $\mathrm{Cl}_{q}(V)$ [Pro07, Sec. 5.4.1, Lemma 1]: in particular, $\operatorname{dim} \mathrm{Cl}_{q}(V)=2^{N}$. As dimensions may suggest, Clifford algebras are strictly related to exterior algebras. Indeed, there is a canonical isomorphism of vector spaces [LM89, Sec. 1.1, Proposition 1.3]

$$
\begin{array}{ccc}
\wedge V & \xrightarrow{\simeq} & \mathrm{Cl}_{q}(V)  \tag{3.1.1}\\
v_{1} \wedge \ldots \wedge v_{k} & \mapsto & \frac{1}{k!} \sum_{\sigma \in \mathfrak{S}_{k}}(-1)^{\sigma} v_{\sigma(1)} \cdots v_{\sigma(k)}
\end{array} .
$$

Remark. One can always reduce to study Clifford algebras over even-dimensional vector spaces. Indeed, given $\operatorname{dim} V=2 N+1$ and $\left(e_{1}, \ldots, e_{2 N+1}\right)$ a $q$-orthonormal basis of $V$, the element $c=e_{1} \cdots e_{2 N+1}$ is central in $\mathrm{Cl}_{q}(V)$ and $c^{2}=(-1)^{N}$ [Pro07, Sec. 5.4.1, Lemma 2]. Since $e_{2 N+1}=e_{2 N} e_{2 N-1} \cdots e_{2} e_{1} c$, one has $\mathrm{Cl}_{q}(V)=\mathrm{Cl}_{q}\left(\left\langle e_{1}, \ldots, e_{2 N}\right\rangle_{\mathbb{C}}\right)+\mathrm{Cl}_{q}\left(\left\langle e_{1}, \ldots, e_{2 N}\right\rangle_{\mathbb{C}}\right) \cdot c$. In particular, as $(-1)^{N}$ has a square root in $\mathbb{C}$, the following isomorphism holds

$$
\begin{equation*}
\mathrm{Cl}_{q}(V) \simeq \mathrm{Cl}_{q}\left(\left\langle e_{1}, \ldots, e_{2 N}\right\rangle_{\mathbb{C}}\right) \oplus \mathrm{Cl}_{q}\left(\left\langle e_{1}, \ldots, e_{2 N}\right\rangle_{\mathbb{C}}\right) \tag{3.1.2}
\end{equation*}
$$

Clifford multiplication. In respect of the previous remark, we assume $\operatorname{dim} V=2 N$. Consider a hyperbolic standard basis $\left(e_{1}, \ldots, e_{N}, f_{1}, \ldots, f_{N}\right)$ of $V$ such that $q$ is described by the symmetric matrix

$$
Q=\left[\begin{array}{cc}
0 & I_{N} \\
I_{N} & 0
\end{array}\right] \in \operatorname{Sym}^{2} \mathbb{C}^{2 N}
$$

Then $V$ decomposes as $V=E \oplus F$, where $E=\left\langle e_{1}, \ldots, e_{N}\right\rangle_{\mathbb{C}}$ and $F=\left\langle f_{1}, \ldots, f_{N}\right\rangle_{\mathbb{C}}$. In particular, $E$ and $F$ are two fully isotropic subspaces of $V$ (i.e. $E=E^{\perp}$ and $F=F^{\perp}$ ) of maximal dimension $\left\lfloor\frac{2 N}{2}\right\rfloor=N$. Up to isomorphism, we identify $F=E^{\vee}$ and $V=E \oplus E^{\vee}$ : via this identification, it holds $q((v, \varphi))=\varphi(v)$ for any $v \in E$ and $\varphi \in E^{\vee}$.
Consider the linear maps

$$
\begin{array}{cccc}
\mu: & E & \longrightarrow & \operatorname{End}(\bigwedge E) \\
& v & \mapsto & v \wedge \bullet
\end{array}
$$

$$
\begin{align*}
& \lambda: \quad E^{\vee} \longrightarrow \\
& \varphi \mapsto  \tag{3.1.3}\\
& \operatorname{End}(\wedge E) \\
&\left(v_{1} \wedge \ldots \wedge v_{k} \mapsto \sum_{l=1}^{k}(-1)^{l-1} \varphi\left(v_{l}\right) v_{1} \wedge \ldots \wedge \widehat{v_{l}} \wedge \ldots \wedge v_{k}\right)
\end{align*}
$$

A straightforward count shows that $\mu(v)^{2}=\lambda(\varphi)^{2}=0$ and $\mu(v) \lambda(\varphi)+\lambda(\varphi) \mu(v)=\varphi(v) \cdot i d$. Hence the linear map $\mu+\lambda: E \oplus E^{\vee} \rightarrow \operatorname{End}(\bigwedge E)$ is such that

$$
(\mu+\lambda)(v, \varphi)^{2}=(\mu(v)+\lambda(\varphi))^{2}=\varphi(v)=q((v, \varphi))
$$

that is, by the universal property of Clifford algebras, there exists an algebra homomorphism (actually, an isomorphism [Pro07, Sec. 5.4.1, Theorem 2 ])

$$
\begin{equation*}
\theta: \mathrm{Cl}_{q}(V)=\mathrm{Cl}_{q}\left(E \oplus E^{\vee}\right) \xrightarrow{\simeq} \operatorname{End}(\bigwedge E) \tag{3.1.4}
\end{equation*}
$$

From (3.1.2) and (3.1.4), it follows that

$$
\begin{equation*}
\mathrm{Cl}_{q}\left(\mathbb{C}^{2 N+1}\right) \simeq \operatorname{Mat}_{2^{N}}(\mathbb{C}) \oplus \operatorname{Mat}_{2^{N}}(\mathbb{C}) \quad, \quad \mathrm{Cl}_{q}\left(\mathbb{C}^{2 N}\right) \simeq \operatorname{Mat}_{2^{N}}(\mathbb{C}) \tag{3.1.5}
\end{equation*}
$$

In particular, $\mathrm{Cl}_{q}(V)$ has centre

$$
Z\left(\mathrm{Cl}_{q}(V)\right)= \begin{cases}\mathbb{C} & \text { if } \operatorname{dim} V \text { even } \\ \mathbb{C}+\mathbb{C} \cdot c \simeq \mathbb{C} \oplus \mathbb{C} & \text { if } \operatorname{dim} V \text { odd }\end{cases}
$$

Remark. The isomorphisms above hold since we are over an algebraically closed field. We refer to [Pro07, Sec. 5.4.2] for details over more general fields.

The contraction map $\lambda$ (3.1.3) and the isomorphism (3.1.1) lead to a nice description of the multiplication in the Clifford algebra, which we call Clifford multiplication. As $E=E^{\perp}$, the map $\lambda$ extends to $V=E \oplus E^{\vee}$ trivially, and for any $v \in V$ and $x \in \mathrm{Cl}_{q}(V)$, via the vector space isomorphism $\mathrm{Cl}_{q}(V) \simeq \bigwedge V$, it holds

$$
\begin{equation*}
v \cdot x \simeq v \wedge x+\lambda(v)(x) \tag{3.1.6}
\end{equation*}
$$

Even Clifford algebras. Now assume $V$ of dimension $\operatorname{dim} V=N+1$, endowed with a nondegenerate quadratic form $q \in \operatorname{Sym}^{2} V^{\vee}$. Let $\left(c, e_{1}, \ldots, e_{N}\right)$ be a $q$-orthogonal basis of $V$ and set $V^{\prime}=\left\langle e_{1}, \ldots, e_{N}\right\rangle_{\mathbb{C}}$ : then $V=\mathbb{C} \cdot c \oplus V^{\prime}$. Let $q^{\prime} \in \operatorname{Sym}^{2}\left(V^{\prime}\right)^{\vee}$ be the restriction of $q$ to $V^{\prime}$. Given $\gamma:=c^{2}=q(c) \in \mathbb{C}^{\times}$, one can construct an algebra isomorphism between the Clifford algebra of $-\gamma q^{\prime}$ on $V^{\prime}$ and the even Clifford algebra of $q$ on $V$ [Pro07, Sec. 4.4, Proposition 1]

$$
\begin{equation*}
\tilde{f}: \mathrm{Cl}_{-\gamma q^{\prime}}\left(V^{\prime}\right) \rightarrow \mathrm{Cl}_{q}^{+}(V) \tag{3.1.7}
\end{equation*}
$$

Spin groups. Let $V$ be a complex vector space and let $q \in \operatorname{Sym}^{2} V^{\vee}$ be a quadratic form on it. Let $\mathrm{Cl}_{q}(V)$ be the Clifford algebra of $q$ over $V$ and let $\mathrm{Cl}_{q}(V)^{\times}$be the multiplicative subgroup given by the invertible elements in the Clifford algebras. Clearly, $\mathrm{Cl}_{q}(V)^{\times}$acts by
conjugacy on $\mathrm{Cl}_{q}(V)$. One defines the Clifford group $\Gamma(V, q)$ to be the normalizer in $\mathrm{Cl}_{q}(V)^{\times}$ of $V$

$$
\Gamma(V, q):=\left\{x \in \mathrm{Cl}_{q}(V)^{\times} \mid x V x^{-1}=V\right\}
$$

Let $\Gamma^{+}(V, q)=\Gamma(V, q) \cap \mathrm{Cl}_{q}^{+}(V)$ be the intersection between the Clifford group and the even Clifford algebra. Given $x \in \Gamma(V, q)$, the conjugacy endomorphism $\operatorname{conj}_{x}: v \mapsto x v x^{-1}$ on $V$ is orthogonal: indeed, since $v^{2}=q(v)$, it holds $q\left(x v x^{-1}\right)=\left(x v x^{-1}\right)^{2}=x v^{2} x^{-1}=q(v)$. Thus one has the group homomorphism

$$
\begin{array}{ccc}
\text { conj : } \quad \Gamma(V, q) & \longrightarrow & O^{q}(V) \\
x & \mapsto & \left(\operatorname{conj}_{x}: v \mapsto x v x^{-1}\right)
\end{array} .
$$

Notice that, for any $v \in V$ such that $q(v) \neq 0, v$ is invertible and it holds $v^{-1}=\frac{v}{q(v)}$. Moreover, given $v, w \in V$ with $v$ invertible, one has

$$
\operatorname{conj}_{v}(w)=v w v^{-1}=(2 q(v, w)-w v) v^{-1}=\frac{2 q(v, w)}{q(v)} v-w=-\rho_{v}(w)
$$

where $\rho_{v}$ is the orthogonal reflection with respect to the hyperplane $v^{\perp}$. This implies that any $x=v_{1} \cdots v_{k} \in \Gamma(V, q)$ induces a product of $k$ reflections. In particular, any $x=v_{1} \cdots v_{2 k} \in$ $\Gamma^{+}(V, q)$ (in the even Clifford algebra) induces an even product of reflections, hence it induces a special orthogonal transformation, that is

$$
\operatorname{conj}: \Gamma^{+}(V, q) \longrightarrow \mathrm{SO}^{q}(V)
$$

Remark. By the Cartan-Dieudonné theorem, any special orthogonal trasnformation is an even product of reflections, thus the conjugacy map above is surjective. Moreover, if $\operatorname{dim} V$ is even, then $\operatorname{conj}_{v}=-\rho_{v}$ is in $O^{q}(V) \backslash \mathrm{SO}^{q}(V)$ and the map $\Gamma(V, q) \rightarrow O^{q}(V)$ is surjective too, while for $\operatorname{dim} V$ odd the image is $\mathrm{SO}^{q}(V)$ [Pro07, Sec. 5.5, Proposition 1].

Let $x \in \operatorname{ker}(\operatorname{conj}) \subset \Gamma(V, q)$ : then $x v x^{-1}=v$ for any $v \in V$ and, since $V$ generates the Clifford algebra, it means that $x \in Z\left(\mathrm{Cl}_{q}(V)\right)$. Thus we have the exact sequence

$$
1 \longrightarrow Z\left(\mathrm{Cl}_{q}(V)\right)^{\times} \longrightarrow \Gamma(V, q) \longrightarrow O^{q}(V) .
$$

Remark. For $\operatorname{dim} V$ even, we know that $Z\left(\mathrm{Cl}_{q}(V)\right)^{\times}=\mathbb{C}^{\times}$. On the other hand, for $\operatorname{dim} V$ odd the map $\Gamma(V, q) \rightarrow O^{q}(V)$ has image $\mathrm{SO}^{q}(V)$, thus any element $x \in \Gamma(V, q)$ is of the form $x=a v_{1} \cdots v_{2 h}$ for $a \in Z\left(\mathrm{Cl}_{q}(V)\right)^{\times}$and $v_{1}, \ldots, v_{2 h}$ reflections. In particular, if $x \in \Gamma^{+}(V, q)$ then $a \in \mathbb{C}^{\times}$.

The above remark implies that the restriction of the latter exact sequence to the even Clifford group $\Gamma^{+}(V, q)$ leads to the short exact sequence

$$
\begin{equation*}
1 \longrightarrow \mathbb{C}^{\times} \longrightarrow \Gamma^{+}(V, q) \longrightarrow \mathrm{SO}^{q}(V) \longrightarrow 1 \tag{3.1.8}
\end{equation*}
$$

independently from the parity of $\operatorname{dim} V$.
For any $x=v_{1} \cdots v_{k} \in \Gamma(V, q)$, one defines its spinor norm as

$$
N(x)=x x^{*}=q\left(v_{1}\right) \cdots q\left(v_{k}\right) \in \mathbb{C}^{\times}
$$

where $*$ is the involution on $\mathrm{Cl}_{q}(V)$ given by $\left(v_{1} \cdots v_{k}\right)^{*}=v_{k} \cdots v_{1}$. When restricted to the even Clifford group, the spinor norm induces a group homomorphism $N: \Gamma^{+}(V, q) \rightarrow \mathbb{C}^{\times}$, whose kernel is the spin group

$$
\operatorname{Spin}^{q}(V):=\left\{x \in \Gamma^{+}(V, q) \mid N(x)=1\right\} .
$$

If $V=\mathbb{C}^{N}$, we write $\operatorname{Spin}_{N}^{q}$ for the spin group $\operatorname{Spin}^{q}\left(\mathbb{C}^{N}\right)$.
Remark. The spin group $\operatorname{Spin}^{q}(V)$ is a double covering of $\mathrm{SO}^{q}(V)$ : in particular, they share the same Lie algebras

$$
\operatorname{Lie}\left(\operatorname{Spin}^{q}(V)\right) \simeq \mathfrak{s o}^{q}(V) \simeq \bigwedge^{2} V
$$

Indeed, for any $x=v_{1} \cdots v_{2 k} \in \Gamma^{+}(V, q)$, there exists $a \in \mathbb{C}$ such that $N(a x)=a^{2} N(x)=1$, hence $a x \in \operatorname{Spin}(V)$. It follows that the map conj in the short exact sequence (3.1.8) restricted to $\operatorname{Spin}^{q}(V)$ is still surjective onto $\mathrm{SO}^{q}(V)$. Moreover, for any $a \in \mathbb{C}^{\times}$, it holds $N(a)=a^{2}=1$ if and only if $a= \pm 1$. Thus one gets the short exact sequence

$$
1 \longrightarrow\{ \pm 1\} \longrightarrow \operatorname{Spin}(V) \xrightarrow{2: 1} \mathrm{SO}^{q}(V) \longrightarrow 1
$$

Remark. The (complex) spin group $\operatorname{Spin}^{q}(V)$ is simply connected. This is a consequence (actually, equivalent to) the fact that the fundamental group of $\mathrm{SO}^{q}(V)$ is isomorphic to $\mathbb{Z} / 2 \mathbb{Z}$ : for details we refer to [FH91, Sec. 23.1].

### 3.2 Spin representations

Following [Pro07, Sec. 11.7] we introduce the spin representations, that is the fundamental representations of the spin group which are not representations for the special orthogonal group. In the even dimensional case, the two half-spin representations are known to physicists as "chiral spin representations", whose sum gives the "fermionic Fock space" [LH15].

Let $V$ be a $M$-dimensional complex vector space endowed with a non-degenerate quadratic form $q \in \operatorname{Sym}^{2} V^{\vee}$. Depending on the parity of $\operatorname{dim} V$, say either $M=2 N$ or $M=2 N+1$, we assume $q$ to be described by the symmetric matrix
either

$$
Q=\frac{1}{2}\left[\begin{array}{cc}
0 & I_{N} \\
I_{N} & 0
\end{array}\right] \quad \text { or } \quad Q=\frac{1}{2}\left[\begin{array}{ccc}
1 & & \\
& 0 & I_{N} \\
& I_{N} & 0
\end{array}\right],
$$

where the rescaling by $\frac{1}{2}$ is in order to simplify counts. We fix either $\left(e_{1}, \ldots, e_{N}, f_{1}, \ldots, f_{N}\right)$ or $\left(u, e_{1}, \ldots, e_{N}, f_{1}, \ldots, f_{N}\right)$ respectively for the standard hyperbolic basis so that the quadratic form $q$ is described by the matrix $Q$ with respect to this basis.

Consider the linear subspace of the even Clifford algebra $L:=\langle v \cdot w \mid v, w \in V\rangle_{\mathbb{C}} \subset \mathrm{Cl}_{q}^{+}(V)$ and the linear map

$$
\begin{array}{rllc}
\epsilon: & \bigwedge^{2} V & \longrightarrow & \mathrm{Cl}_{q}^{+}(V) \\
& v \wedge w & \mapsto & \frac{1}{2}[v, w]=\frac{1}{2}(v w-w v) \tag{3.2.1}
\end{array}
$$

Given $\left(e_{1}, \ldots, e_{M}\right)$ a $q$-orthogonal basis of $V$, we have

$$
\epsilon\left(e_{i} \wedge e_{j}\right)=\frac{1}{2}\left(e_{i} e_{j}-e_{j} e_{i}\right)=\frac{1}{2} \cdot 2 e_{i} e_{j}=e_{i} e_{j}
$$

thus $\epsilon$ is injective and we can identify $\bigwedge^{2} V$ as subset of $\mathrm{Cl}_{q}^{+}(V)$. After this identification, the subset $L$ is precisely $\mathbb{C} \oplus \bigwedge^{2} V$ and it is a subalgebra of $\mathrm{Cl}_{q}^{+}(V)$. Moreover, $[L, L]=\bigwedge^{2} V$ and, under the adjoint action, $L$ acts as $\mathfrak{s o}^{q}(V)$ on $V$ [Pro07, Sec. 5.4.4, Proposition 2].

As algebra, $\mathrm{Cl}_{q}^{+}(V)$ is generated by $\bigwedge^{2} V$. It follows that any irreducible representation of $\mathrm{Cl}_{q}^{+}(V)$ is an irreducible representation of $\operatorname{Spin}^{q}(V)$ : indeed, given an irreducible representation of $\mathrm{Cl}_{q}^{+}(V)$, if it was reducible as $\operatorname{Spin}^{q}(V)$-module, then it would be so as $\mathfrak{s o}^{q}(V)$-module, that is as $\bigwedge^{2} V$-module, hence as $\mathbb{C}\left[\bigwedge^{2} V\right]$-module; but $\mathbb{C}\left[\bigwedge^{2} V\right]=\mathrm{Cl}_{q}^{+}(V)$ would leads to a contradiction.
Thus we study the irreducible representations of $\mathrm{Cl}_{q}^{+}(V)$ in order to find the ones of $\operatorname{Spin}^{q}(V)$. As the Lie algebra of the spin group is $\mathfrak{s o}(V)$, we talk about "type $-B_{N}$ case" if $\operatorname{dim} V=2 N+1$ and about "type $-D_{N}$ case" if $\operatorname{dim} V=2 N$.

Type $-D_{N}$ case. Set $V=E \oplus E^{\vee}$ with $\operatorname{dim} V=2 N$. Then from the isomorphisms (3.1.5) and (3.1.7) one gets

$$
\mathrm{Cl}_{q}^{+}(V) \simeq \mathrm{Cl}_{q^{\prime}}\left(\mathbb{C}^{2 N-1}\right) \simeq \operatorname{Mat}_{2^{N-1}}(\mathbb{C}) \oplus \operatorname{Mat}_{2^{N-1}}(\mathbb{C})
$$

hence $\mathrm{Cl}_{q}^{+}(V)$ has only two non-isomorphic irreducible representations of dimension $2^{N-1}$. Via the isomorphism (3.1.4) $\mathrm{Cl}_{q}(V) \simeq \operatorname{End}(\bigwedge E)$, the even Clifford algebra $\mathrm{Cl}_{q}^{+}(V)$ embeds in $\operatorname{End}(\bigwedge E)$ and the two irreducible representations correspond to $\bigwedge^{e v} E$ and $\bigwedge^{o d} E$.

Definition. The two irreducible $\operatorname{Spin}_{2 N}$-modules

$$
S_{N}^{+}:=\bigwedge^{e v} E \quad, \quad S_{N}^{-}:=\bigwedge^{\text {od }} E .
$$

are said half-spin representations. Given $\left(\epsilon_{1}, \ldots, \epsilon_{N}\right)$ a suitable orthogonal basis of $\left\langle\Phi^{D_{N}}\right\rangle_{\mathbb{R}}$, the half-spin representations are defined by the fundamental weights of Dynkin type $D_{N}$

$$
\omega_{N-1}=\frac{1}{2}\left(\epsilon_{1}+\ldots+\epsilon_{N-1}-\epsilon_{N}\right) \quad, \quad \omega_{N}=\frac{1}{2}\left(\epsilon_{1}+\ldots+\epsilon_{N-1}+\epsilon_{N}\right) .
$$

More precisely, given $\left(e_{1}, \ldots, e_{N}, f_{1}, \ldots, f_{N}\right)$ a hyperbolic basis of $V=E \oplus E^{\vee}$, the highest weights, the highest weight vectors and the lowest weight vectors (we denote them by $\ell_{\omega_{i}}$ ) of $S_{N}^{+}$and $S_{N}^{-}$depend on the parity of $\operatorname{dim} E$ (hence on the value of $\operatorname{dim} V$ modulo 4 ) as follows: we denote by $\mathbb{1}$ the scalar $1 \in \mathbb{C}$ in order to remark its property of being a lowest weight vector.

| $N \equiv 0(\bmod 2)$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $V_{\omega_{i}}^{D_{N}}$ | $v_{\omega_{i}}$ | $\ell_{\omega_{i}}$ |
| $\omega_{N-1}$ | $S_{N}^{-}=\bigwedge^{\text {od }} E$ | $\mathbf{e}_{[N-1]}=e_{1} \wedge \ldots \wedge e_{N-1}$ | $e_{1}$ |
| $\omega_{N}$ | $S_{N}^{+}=\bigwedge^{e v} E$ | $\mathbf{e}_{[N]}=e_{1} \wedge \ldots \wedge e_{N}$ | $\mathbb{1}$ |

Table 3.1: Half-spin representations of $\operatorname{Spin}_{2 N}$ for $N \equiv 0(\bmod 2)$.

| $N \equiv 1(\bmod 2)$ |  |  |  |
| :---: | :---: | :---: | :---: |
|  | $V_{\omega_{i}}^{D_{N}}$ | $v_{\omega_{i}}$ | $\ell_{\omega_{i}}$ |
| $\omega_{N-1}$ | $S_{N}^{+}=\bigwedge^{e v} E$ | $\mathbf{e}_{[N-1]}=e_{1} \wedge \ldots \wedge e_{N-1}$ | $\mathbb{1}$ |
| $\omega_{N}$ | $S_{N}^{-}=\bigwedge^{\text {od }} E$ | $\mathbf{e}_{[N]}=e_{1} \wedge \ldots \wedge e_{N}$ | $e_{1}$ |

Table 3.2: Half-spin representations of $\operatorname{Spin}_{2 N}$ for $N \equiv 1(\bmod 2)$.

Type $-B_{N}$ case. Let $V$ be of dimension $2 N+1$ and let ( $u, e_{1}, \ldots, e_{N}, f_{1}, \ldots f_{N}$ ) be a hyperbolic basis of it. By setting $a_{i}=e_{i} u$ and $b_{i}=u f_{i}$, one defines $E=\left\langle a_{1}, \ldots, a_{N}\right\rangle_{\mathbb{C}}$ and $q^{\prime} \in \operatorname{Sym}^{2}\left(E \oplus E^{\vee}\right)^{\vee}$ (induced by $q$ ). From (3.1.4) one gets the isomorphism

$$
\mathrm{Cl}_{q}^{+}(V)=\mathrm{Cl}_{q^{\prime}}\left(E \oplus E^{\vee}\right) \simeq \operatorname{End}(\bigwedge E)
$$

In particular, $\bigwedge E$ is the only irreducible representation of $\mathrm{Cl}_{q}^{+}(V)$ of dimension $2^{N}$, hence of $\operatorname{Spin}(V)$.

Definition. The irreducible $\operatorname{Spin}_{2 N+1}$-module

$$
S_{N}=\bigwedge E .
$$

is said the spin representation of type $B_{N}$. Given $\left(\epsilon_{1}, \ldots, \epsilon_{N}\right)$ a suitable orthogonal basis of $\left\langle\Phi^{B_{N}}\right\rangle_{\mathbb{R}}$, the highest weight of the spin representation is the fundamental weight of Dynkin type $B_{N}$

$$
\omega_{N}=\frac{1}{2}\left(\epsilon_{1}+\ldots+\epsilon_{N}\right)
$$

and its highest weight vector is $v_{\omega_{N}}=a_{1} \wedge \ldots \wedge a_{N}=e_{1} u \wedge \ldots \wedge e_{N} u$.
Remark. We stress out the fact that in the odd case the even Clifford algebra is isomorphic to $\operatorname{End}(\bigwedge E)$, while in the even case it just embeds in the latter. Moreover, in the odd case the subspaces $\bigwedge^{e v} E$ and $\bigwedge^{o d} E$ are not $\mathrm{Cl}_{q}^{+}(V)$-invariant: indeed, in the notations above, for any $\varphi \in \bigwedge E$ it holds

$$
u \cdot \varphi= \begin{cases}\varphi & \text { if } \varphi \in \bigwedge^{e v} E \\ -\varphi & \text { if } \varphi \in \bigwedge^{o d} E\end{cases}
$$

thus for any $w \in V \backslash\langle u\rangle_{\mathbb{C}}$ we get by (3.2.1)

$$
\begin{aligned}
(u \wedge w) \cdot \varphi & =\frac{1}{2}[u, w] \varphi=\frac{1}{2} u w \varphi-\frac{1}{2} w \underbrace{u \varphi}_{ \pm \varphi} \\
& =\frac{1}{2}(-w u+q(u, w)) \varphi \mp \frac{1}{2} w \varphi \\
& =\mp \frac{1}{2} w \varphi+\frac{1}{2} \underbrace{q(u, w)}_{0} \varphi \mp \frac{1}{2} w \varphi=\mp w \varphi
\end{aligned}
$$

that is $(u \wedge w) \cdot \varphi=\mp w \varphi$ is in $\bigwedge^{e v} E\left(\right.$ resp. $\left.\bigwedge^{o d} E\right)$ if $\varphi$ is in $\bigwedge^{o d} E\left(\right.$ resp. $\left.\bigwedge^{e v} E\right)$.

Remark 3.2.1 (Duality). From Remark 1.1 .1 and the duality of irreducible representations, one gets the following duality between the two half-spin representations

$$
\left(V_{\omega_{N-1}}^{D_{N}}\right)^{\vee}=V_{-w_{0}\left(\omega_{N-1}\right)}^{D_{N}}= \begin{cases}V_{\omega_{N}}^{D_{N}} & \text { if } N \equiv 1(\bmod 2) \\ V_{\omega_{N-1}}^{D_{N}} & \text { if } N \equiv 0(\bmod 2)\end{cases}
$$

and similarly for $V_{\omega_{N}}^{D_{N}}$. On the other hand, the spin representation of type $B_{N}$ is always self-dual.

Remark (Triality). The case of Dynkin type $D_{4}$ is very special. Indeed, there exists a subgroup of automorphism of the Dynkin diagram of type $D_{4}$ isomorphic to $\mathfrak{S}_{3}$ which acts on the three extremal nodes corresponding to the fundamental weights $\omega_{1}, \omega_{3}, \omega_{4}$. In particular, it induces isomorphisms among the three 8-dimensionall irreducible $\mathrm{Spin}_{8}$-representations

$$
V_{\omega_{1}}^{D_{4}}=\mathbb{C}^{8} \quad, \quad V_{\omega_{3}}^{D_{4}}=\mathbb{C}^{4} \oplus \bigwedge^{3} \mathbb{C}^{4} \quad, \quad V_{\omega_{4}}^{D_{4}}=\mathbb{C} \oplus \bigwedge^{2} \mathbb{C}^{4} \oplus \bigwedge^{4} \mathbb{C}^{4}
$$

### 3.3 Spinor varieties

Spinor varieties are the generalized Grassmannians lying in the spin representations. Their elements are called "pure spinors" and they have been studied since E. Cartan [Car67] and C. Chevalley [Che54]. Spinor varieties are of interest to physicists as Spin-orbits of the vacuum state in the fermionic Fock spaces [LH15]. We keep notation from previous sections.

From the theory of rational homogeneous vareities in Sec. 1.3 one can abstractly define the Spinor varieties to be the Generalized Grassmannians

$$
\begin{gathered}
\mathbb{S}_{N}:=B_{N} / P_{\omega_{N}}=\operatorname{Spin}_{2 N+1} \cdot\left[v_{\omega_{N}}\right] \subset \mathbb{P}\left(V_{\omega_{N}}^{B_{N}}\right), \\
\mathbb{S}_{N}^{+}:=D_{N} / P_{\omega_{+}}=\operatorname{Spin}_{2 N} \cdot\left[v_{\omega_{+}}\right] \subset \mathbb{P}\left(S_{N}^{+}\right) \\
\mathbb{S}_{N}^{-}:=D_{N} / P_{\omega_{-}}=\operatorname{Spin}_{2 N} \cdot\left[v_{\omega_{-}}\right] \subset \mathbb{P}\left(S_{N}^{-}\right)
\end{gathered}
$$

where $\omega_{+}, \omega_{-}$are the fundamental weights $\omega_{N-1}, \omega_{N}$ of Dynkin type $D_{N}$ depending on the parity of $N$, accordingly to Table 3.1 and 3.2: namely, for $N$ even it holds $\mathbb{S}_{N}^{+}=D_{N} / \omega_{N}$ and $\mathbb{S}_{N}^{-}=D_{N} / \omega_{N-1}$, while for $N$ odd one gets $\mathbb{S}_{N}^{+}=D_{N} / P_{\omega_{N-1}}$ and $\mathbb{S}_{N}^{-}=D_{N} / P_{\omega_{N}}$. In the literature, the elements of the above orbits are said pure spinors while the element of the spin representations are said spinors.

Remark. From Sec. 1.4 we know that the $D_{N}$-type Spinor varieties $\mathbb{S}_{N}^{ \pm}$are cominuscule varieties, while the $B_{N}$-type Spinor varieties $\mathbb{S}_{N}$ are not. However, in Theorem 3.3.1 we are going to see that the Spinor varieties of type $B_{N}$ and $D_{N+1}$ are projectively equivalent, and that one can always consider an action of $\operatorname{Spin}_{2 N+2}$ on the Spinor variety $\mathbb{S}_{N}$. In particular, $\mathbb{S}_{N}$ and $\mathbb{S}_{N+1}^{ \pm}$share the same geometry inside their minimal homogeneous embedddings.

It is useful to enlight the geometry of the Spinor varieties, by giving a description of them analogous to the one of the Grassmannian $\operatorname{Gr}(k, N)$ as variety of $k$-planes in $\mathbb{C}^{N}$. More precisely, we are going to exhibit a correspondence between Spinor varieties and the maximal orthogonal Grassmannians.

Spinors and isotropic subspaces. Given $q$ a non-degenerate quadratic form, let $H^{\perp}$ be the $q$-orthogonal space to a subspace $H$ : recall that a subspace $H$ is $q$-isotropic if and only if $H \subset H^{\perp}$, and for any $q$-isotropic subspace $H \subset V$ it holds $\operatorname{dim} H \leq\left\lfloor\frac{\operatorname{dim} V}{2}\right\rfloor$. We denote by

$$
\mathrm{OG}(N, 2 N+1):=\left\{H \in \operatorname{Gr}(N, 2 N+1) \mid H=H^{\perp}\right\}
$$

the connected maximal orthogonal Grassmannian of maximal (i.e. $N$-dimensional) $q$-isotropic subspaces of $\mathbb{C}^{2 N+1}$, and by

$$
\begin{aligned}
& \mathrm{OG}_{q}^{+}(N, 2 N):=\left\{H \in \operatorname{Gr}(N, 2 N) \mid H=H^{\perp}, \operatorname{dim}(H \cap E) \equiv 0(\bmod 2)\right\} \\
& \mathrm{OG}_{q}^{-}(N, 2 N):=\left\{H \in \operatorname{Gr}(N, 2 N) \mid H=H^{\perp}, \operatorname{dim}(H \cap E) \equiv 1(\bmod 2)\right\}
\end{aligned}
$$

the two connected components of the maximal orthogonal Grassmannian of $q$-isotropic $N$ planes in $\mathbb{C}^{2 N}$.
Let $V$ be a complex vector space of dimension $2 N$ (resp. $2 N+1$ ) endowed with $q \in \operatorname{Sym}^{2} V^{\vee}$. Let $V=E \oplus E^{\vee}$ (resp. $V=E \oplus E^{\vee} \oplus \mathbb{C} u$ ) a hyperbolic decomposition of $V$ with respect to $q$, where $E=\left\langle e_{1}, \ldots, e_{N}\right\rangle_{\mathbb{C}}$ and $E^{\vee}=\left\langle f_{1}, \ldots, f_{N}\right\rangle_{\mathbb{C}}$ are such that $q\left(e_{i}, e_{j}\right)=q\left(f_{i}, f_{j}\right)=0$ and $q\left(e_{i}, f_{j}\right)=\delta_{i j}$ : in particular, $E=E^{\perp}$ and $E^{\vee}=\left(E^{\vee}\right)^{\perp}$.

For any spinor $a \in \bigwedge E$ (not necessarily pure), the Clifford multiplication (3.1.6) defines a map

$$
\begin{align*}
\psi_{a}: \quad & \longrightarrow \\
v & \mapsto E  \tag{3.3.1}\\
& \mapsto \cdot a
\end{align*} .
$$

We denote by

$$
\begin{equation*}
H_{a}:=\operatorname{ker}\left(\psi_{a}\right)=\{v \in V \mid v \cdot a=0\} . \tag{3.3.2}
\end{equation*}
$$

Remark. For any non-zero spinor $a \in \bigwedge E$ (not necessarily pure) the subspace $H_{a}$ is always $q$-isotropic (hence $\operatorname{dim} H_{a} \leq\left\lfloor\frac{\operatorname{dim} V}{2}\right\rfloor=N$ ): indeed, for any $v \in H_{a}$ one has

$$
0=v \cdot(v \cdot a)=q(v) a \stackrel{a \neq 0}{\Longrightarrow} q(v)=0 .
$$

On the other hand, given $H \subset V$ a $q$-isotropic subspace, one can consider the subspace of $\wedge E$

$$
S_{H}:=\{b \in \bigwedge E \mid H \cdot b=0\}
$$

of spinors annihilated by $H$. For pure spinors the subspaces $H_{a} \subset V$ and $S_{H} \subset \bigwedge E$ gives a correspondence between Spinor varieties and maximal orthogonal Grassmannian.

Lemma. In the above setting and notation:

1. If $a$ is a pure spinor, then $H_{a}$ has maximal dimension $N$.
2. For any $q$-isotropic subspace $H \subset V$ it holds $\operatorname{dim} S_{H}=2^{N-\operatorname{dim} H}$. In particular, if $H$ is maximal $q$-isotropic, then $\operatorname{dim} S_{H}=1$.
3. If $H$ is maximal $q$-isotropic, then $S_{H}=\mathbb{C} a_{H}$ for a certain pure spinor $a_{H}$.

## Proof.

1. [Pro07, Sec. 11.7.2, Theorem 1] It is useful to work with the lowest weight vectors as they do not depend on the parity of $N$ : indeed, $\mathbb{1}$ is always the lowest weight vector of $S_{N}^{+}$and $V_{\omega_{N}}^{B_{N}}$, while $e_{1}$ is always the lowest weight vector of $S_{N}^{-}$. From the Clifford multiplication (3.1.6), elements of $E$ acts via wedge-multiplication while elements of $E^{\vee}$ acts as derivations. Thus for any $v \in V$ it holds $v \cdot \mathbb{1}=0$ if and only if $v \in E^{\vee}$, and $v \cdot e_{1}=0$ if and only if $v \in\left\langle e_{1}, f_{2} \ldots, f_{N}\right\rangle_{\mathbb{C}}$. In particular, $H_{\mathbb{1}}=E^{\vee}$ and $H_{e_{1}}=\left\langle e_{1}, f_{2} \ldots, f_{N}\right\rangle_{\mathbb{C}}$ are of maximal dimension $N$.
Now we work with $\mathbb{1} \in \mathbb{S}_{N}^{+}$but the same argument apply to the other orbits $\mathbb{S}_{N}^{-}$and $\mathbb{S}_{N}$. For any pure spinor $a \in \mathbb{S}_{N}^{+}$there exist $g \in G=\operatorname{Spin}(V)$ and $\lambda \in \mathbb{C}^{\times}$such that $a=g \cdot \lambda \mathbb{1}$. Pick $v \in H_{a}$. Since by definition $\operatorname{Spin}(V)$ normalizes $V$, we can consider $w \in V$ such that $v=g w g^{-1}$ and

$$
0=v \cdot a=\left(g w g^{-1}\right)(g \cdot \lambda \mathbb{1})=g \cdot(w \cdot \lambda \mathbb{1}) \Longleftrightarrow w \cdot \mathbb{1}=0
$$

that is $H_{a}=g H_{\mathbb{1}} g^{-1}=g E^{\vee} g^{-1}$. As conjugation of subspaces preserve dimensions, one gets $\operatorname{dim} H_{a}=N$.
2. [Bat14, Sec. 3, Theorem 1] Given $H q$-isotropic, one can complete a basis of it to obtain a maximal $q$-isotropic subspace $\hat{H}$ giving an equivalent decomposition $V=E \oplus E^{\vee}=$ $\hat{H} \oplus \hat{H}^{\vee}$. Thus we may assume $H=\left\langle f_{1}, \ldots, f_{s}\right\rangle_{\mathbb{C}} \subset E^{\vee}$ for $s=\operatorname{dim} H$. Then a basis of $S_{H}$ is

$$
\left(\mathbb{1}, e_{i_{1}} \wedge \ldots \wedge e_{i_{t}} \mid t=1: N-s,\left\{i_{1}, \ldots, i_{t}\right\} \subset\{s+1, \ldots, N\}\right)
$$

hence $\operatorname{dim} S_{H}=\sum_{j=0}^{N-s}\binom{N-s}{j}=2^{N-s}$.
3. For any $g \in \operatorname{Spin}(V)$ and any $q$-isotropic subspace $H \subset V$ it holds

$$
\begin{aligned}
S_{g H g^{-1}} & =\{b \in \bigwedge E \mid g H \underbrace{g^{-1} \cdot b}_{=: a}=0\}=\{g \cdot a \in \bigwedge E \mid g H \cdot a=0\} \\
& \stackrel{\boldsymbol{\sim}}{=}\{g \cdot a \in \bigwedge E \mid H \cdot a=0\} \\
& =g \cdot S_{H},
\end{aligned}
$$

where the equality ( $\boldsymbol{\phi})$ holds as $g \in \mathrm{Cl}_{q}(V)^{\times}$is an automorphism of $\bigwedge E$. In particular, if $H$ is maximal $q$-isotropic, then it is $\operatorname{Spin}(V)$-conjugated to either $H_{\mathbb{1}}$ or $H_{e_{1}}$ (depending on the parity of $\operatorname{dim} V$, on the parity of $N$ and on the connected component in which $H$ lies). For instance, if $H=g H_{\mathbb{1}} g^{-1}$, then $a_{H}=\lambda g \cdot \mathbb{1}$ for some $\lambda \in \mathbb{C}^{\times}$, that is $a_{H}$ is a pure spinor.

REmark. We stress out the action of $\operatorname{Spin}(V)$ on $H_{a}$ and $S_{H}$ (cf. the above proof):

$$
H_{g \cdot a}=g H_{a} g^{-1} \quad, \quad S_{g H g^{-1}}=g \cdot S_{H} .
$$

Theorem. The Spinor varieties $\mathbb{S}_{N}^{+}, \mathbb{S}_{N}^{-}$and $\mathbb{S}_{N}$ are in correspondence with the connected maximal orthogonal Grassmannians $\mathrm{OG}^{+}(N, 2 N), \mathrm{OG}^{-}(N, 2 N)$ and $\mathrm{OG}(N, 2 N+1)$ respectively. More precisely, the one-to-one correspondence is given by

$$
\begin{array}{ccc}
\mathbb{S}_{N}^{+} & \longleftrightarrow & \mathrm{OG}^{+}(N, 2 N) \\
{[a]} & \longrightarrow & H_{a}  \tag{3.3.3}\\
{\left[a_{H}\right]:=\mathbb{P}\left(S_{H}\right)} & \longleftrightarrow & H
\end{array}
$$

and similarly for the other Spinor varieties.
Proof. The previous lemma shows that pure spinors and maximal $q$-isotropic subspaces are in one-to-one correspondence. Moreover, the fact that this correspondence preserves the connected components (in the sense that pure spinors in $\mathbb{S}_{N}^{+}$correspond to maximal $q$-isotropic subspaces in $\left.\mathrm{OG}^{+}(N, V)\right)$ follows from [Car67, Sec. VI.I.124].

Remark. The map $\psi_{a}$ (3.3.1) allows to give equations for Spinor varieties. Indeed, a spinor $a \in \bigwedge E$ is pure if and only if $H_{a}=\operatorname{ker}\left(\psi_{a}\right)$ has maximum dimension $N$, hence if and only if $\operatorname{Rk}\left(\psi_{a}\right) \leq N$. Thus pure spinors are determined by the vanishing of the $(N+1) \times(N+1)$ minors of $\psi_{a}$.

Parametrization. Being generalized Grassmannians, the Spinor varieties $\mathbb{S}_{N}^{ \pm}$and $\mathbb{S}_{N}$ are rational varieties. In particular, they are parametrized by skew-symmetric matrices $\Lambda^{2} \mathbb{C}^{N}$ and they have dimension

$$
\operatorname{dim} \mathbb{S}_{N}^{ \pm}=\binom{N}{2}
$$

Indeed, given a pure spinor $a$, up to choosing a Plücker basis, the subspace $H_{a}$ is defined by the $2 N \times N$ matrix $X_{a}=\left[\begin{array}{c}I_{N} \\ Y_{a}\end{array}\right]$. Given $Q=\left[\begin{array}{cc}I_{N} \\ I_{N} & \end{array}\right]$ the symmetric matrix defining the quadratic form $q$, by isotropicity of $H_{a}$ it holds $0={ }^{t} X_{a} \cdot Q \cdot X_{a}=Y_{a}+{ }^{t} Y_{a}$, that is ${ }^{t} Y_{a}=-Y_{a}$.
$D_{N+1}-B_{N}$ projective equivalence. The spin representations $S_{N+1}^{ \pm} \in\left\{V_{\omega_{N}}^{D_{N+1}}, V_{\omega_{N+1}}^{D_{N+1}}\right\}$ and $S_{N}=V_{\omega_{N}}^{B_{N}}$ have both dimension $2^{N}$, hence they are isomorphic as vector spaces. Actually, a stronger result holds.

Theorem 3.3.1. The Spinor varieties $\mathbb{S}_{N+1}^{ \pm} \subset \mathbb{P}\left(V_{\omega_{N+1}}^{D_{N+1}}\right)$ and $\mathbb{S}_{N} \subset \mathbb{P}\left(V_{\omega_{N}}^{B_{N}}\right)$ are projectively equivalent.

Proof. We describe an isomorphism between $\mathbb{S}_{N+1}^{ \pm}$and $\mathbb{S}_{N}$ in terms of maximal orthogonal Grassmannians as follows. Any $q^{\prime}$-isotropic subspace $W \subset \mathbb{C}^{2 N+1}$ has dimension at most $N$, and the set of maximal (i.e. of dimension $N$ ) $q^{\prime}$-isotropic subspaces is connected. On one hand,
any $q$-isotropic subspace $W \subset \mathbb{C}^{2 N+2}$ of maximal dimension $N+1$ restricts to a $q^{\prime}$-isotropic subspace $W^{\prime}=W \cap H$ of dimension at least $N$, hence of dimension exactly $N$. On the other hand, any maximal $q^{\prime}$-isotropic subspace $W^{\prime} \subset \mathbb{C}^{2 N+1}$ lifts to two possible maximal $q$-isotropic subspaces of $\mathbb{C}^{2 N+2}$, namely $W_{1}=W \oplus \mathbb{C} e_{N+1}$ and $W_{2}=W^{\prime} \oplus \mathbb{C} f_{N+1}$. One concludes that the maximal ortoghonal Grassmannians $\mathrm{OG}_{q^{\prime}}(N, 2 N+1)$ and $\mathrm{OG}_{q}^{ \pm}(N+1,2 N+2)$ are isomorphic. This isomorphism among pure spinors maps basis elements of $\Lambda^{\bullet} \mathbb{C}^{2 N+1}$ to basis elements of $\bigwedge^{e v} \mathbb{C}^{2 N+2}$, inducing the aimed projective equivalence.

In respect of Theorem 3.3.1, from now on we only work with the $D_{N}$-type spin group $\operatorname{Spin}(2 N)$ for $N$ even. In particular, we focus on the Spinor variety

$$
\mathbb{S}_{N}^{+}=D_{N} / P_{\omega_{N}} \subset \mathbb{P}\left(V_{\omega_{N}}^{D_{N}}\right)=\mathbb{P}\left(\bigwedge^{e v} E\right)
$$

The setting in Table 3.1 is assumed.

Pfaffian coordinates. Let $N$ be even (cf. Table 3.1). Consider the Spinor variety $\mathbb{S}_{N}^{+}=$ $\operatorname{Spin}_{2 N} \cdot\left[v_{\omega_{N}}\right] \subset \mathbb{P}\left(\bigwedge^{e v} \mathbb{C}^{N}\right)$ where $v_{\omega_{N}}=\mathbf{e}_{[N]}=e_{1} \wedge \ldots \wedge e_{N}$ is the highest weight vector. A neighbourhood of $\left[v_{\omega_{N}}\right]$ is given by pure spinors [a] such that the subspace $H_{a}$ is described by the matrix in Plücker form $\left[\begin{array}{c}I_{N} \\ Y_{a}\end{array}\right]$ where $Y_{a} \in \bigwedge^{2} \mathbb{C}^{N}$. On the other hand, any skew-symmetric matrix $Y=\left(y_{i j}\right) \in \bigwedge^{2} \mathbb{C}^{N}$ defines in a neighbourhood of $\left[v_{\omega_{N}}\right.$ ] the pure spinor (cf. [Man09, Sec. 2.3])

$$
\begin{equation*}
a_{Y}=\left(e_{1}+\sum_{i=2}^{N} y_{1, i} f_{i}\right) \wedge \cdots \wedge\left(e_{N}+\sum_{i=1}^{N-1} y_{N, i} f_{i}\right)=\sum_{\# I \text { even }} \operatorname{Pf}_{I}(Y) \mathbf{e}_{[N] \backslash I}, \tag{3.3.4}
\end{equation*}
$$

where $\operatorname{Pf}_{I}(Y)$ is the pfaffian of the principal submatrix of $Y$ whose rows and columns are indexed by $I$, and $\mathbf{e}_{[N] \backslash I}=e_{j_{1}} \wedge \ldots \wedge e_{j_{N-2 r}}$ indexed by the set $[N] \backslash I=\left\{j_{1}, \ldots, j_{N-2 r}\right\}$.

Remark. The middle-term in the above chain of equations describes the subspace $H_{a_{Y}}$ but it is not an element of the half-spin representation as the vectors $f_{j}$ 's appear; on the other hands, the termn on the right-hand side is an element of $\bigwedge^{e v} \mathbb{C}^{N}$ and one can prove the second equality by multiplying on the right both terms by $f_{1} \cdots f_{N} \in \mathrm{Cl}_{q}^{+}\left(\mathbb{C}^{2 N}\right)$.

In particular, after the isomorphism $\mathbb{P}\left(S_{N}^{+}\right) \simeq \mathbb{P}^{2^{N-1}-1}$, one gets the following coordinate description for pure spinors in a neighbourhood of $\left[v_{\omega_{N}}\right]$

$$
\begin{array}{ccc}
\mathbb{S}_{n+1}^{+} & \hookrightarrow & \mathbb{P}^{2^{n}-1} \\
{\left[a_{Y}\right]} & \mapsto & {\left[1: \operatorname{Pf}_{\{i, j\}}(Y): \ldots: \operatorname{Pf}_{I}(Y): \ldots\right]}
\end{array}
$$

From $\mathrm{OG}^{+}(N, 2 N)$ to $\mathbb{S}_{N}^{+}$. We assume the notation for $V=E \oplus E^{\vee}$ as in the previous paragraphs, for $\operatorname{dim} V=2 N$ and $N$ even. Recall that, under these assumptions, the highest
weight vector $\left[v_{\omega_{N}}\right]$ corresponds to the maximal isotropic subspace $H_{v_{\omega_{N}}}=E$.
Given $H \in \mathrm{OG}^{+}(N, V) \cup \mathrm{OG}^{-}(N, V)$, we are interested in expliciting the coordinates (in the standard basis of $\bigwedge E)$ of the corresponding pure spinor $\left[a_{H}\right] \in \mathbb{S}_{N}^{+} \cup \mathbb{S}_{N}^{-}$with respect to the coordinates of a given basis of $H$. Given $\left(h_{1}, \ldots, h_{N}\right)$ a basis of $H$, via the correspondence (3.3.3) we know that the pure spinor $\left[a_{H}\right]$ is given by the (unique up to scalars) spinor

$$
a_{H}=\sum_{I} \beta_{I} \mathbf{e}_{I} \in \bigwedge E
$$

such that $h_{j} \cdot a=0$ for all $j=1: N$.
Assume $p:=\operatorname{dim}(H \cap E) \equiv 0(\bmod 2)$, so that $H \in \mathrm{OG}^{+}(N, V)$ and $\left[a_{H}\right] \in \mathbb{S}_{N}^{+}$. Up to rotations we may assume $H=\left\langle e_{1}, \ldots, e_{p}, g_{p+1}, \ldots, g_{N}\right\rangle_{\mathbb{C}}$ where for all $j=p+1: N$

$$
\begin{equation*}
g_{j}=f_{j}+\sum_{k=p+1}^{N} \alpha_{k j} e_{k} \quad, \quad \alpha_{k j}=-\alpha_{j k} \tag{3.3.5}
\end{equation*}
$$

where the coefficients $\alpha_{j k}$ define a skew-symmetric matrix $A=\left(\alpha_{j k}\right) \in \bigwedge^{2} \mathbb{C}^{N-p}$. Since $\left[a_{H}\right] \in \mathbb{S}_{N}^{+} \subset \mathbb{P}\left(\bigwedge^{e v} E\right)$, one gets $\beta_{I}=0$ for any $I \in 2^{[N]}$ such that $\# I$ is odd. Moreover, as basis elements of $H$, the vectors $e_{1}, \ldots, e_{p}$ annihilates $a_{H}$, hence $\beta_{I}=0$ also for any $I$ not containing $[p]$. Thus we restrict to consider spinors of the form

$$
a_{H}=\sum_{I \subset[N] \backslash[p], \# I \text { even }} \beta_{I} \mathbf{e}_{[p]} \wedge \mathbf{e}_{I} .
$$

Proposition 3.3.2. Let $p \equiv N \equiv 0(\bmod 2)$. Let $H=\left\langle e_{1}, \ldots, e_{p}, g_{p+1}, \ldots, g_{N}\right\rangle_{\mathbb{C}} \in \mathrm{OG}^{+}(N, 2 N)$, where $g_{j}$ are as in (3.3.5) and define the matrix $A=\left(\alpha_{k j}\right) \in \Lambda^{2} \mathbb{C}^{N-p}$. Then $H$ corresponds to the pure spinor in $\mathbb{S}_{N}^{+}$

$$
\begin{equation*}
a_{H}=\sum_{I \subset[N] \backslash[p], \# I \text { even }} \operatorname{Pf}\left(A_{I}\right) \mathbf{e}_{[p]} \wedge \mathbf{e}_{I} \tag{3.3.6}
\end{equation*}
$$

Proof. It is enough to prove that each generator of $H$ annihilates (via Clifford multiplication (3.1.6)) the above spinor $a_{H}$. This clearly holds for $e_{1}, \ldots, e_{p}$. Consider the generator $g_{j}$ for $j \in[N] \backslash[p]$ fixed. Then

$$
\begin{aligned}
g_{j} \cdot a & =\left(\sum_{h=p+1}^{N} \alpha_{h j} e_{h}\right) \wedge a_{H}+\lambda\left(f_{j}\right) a_{H} \\
& =\sum_{h=p+1}^{N} \sum_{I \not \supset h} \alpha_{h j} \operatorname{Pf}\left(A_{I}\right) e_{h} \wedge \mathbf{e}_{[p]} \wedge \mathbf{e}_{I}+\sum_{I \ni j} \operatorname{Pf}\left(A_{I}\right)(-1)^{p o s(I, j)+1} \mathbf{e}_{[p]} \wedge \mathbf{e}_{I \backslash\{j\}}
\end{aligned}
$$

where: in the first summand one restricts only to subsets $I$ not containing $h$, since for $h \in I$ it holds $e_{h} \wedge \mathbf{e}_{I}=0$; in the second summand one restricts only to subsets $I$ containing $j$ since for $j \notin I$ it holds $\lambda\left(f_{j}\right)\left(\mathbf{e}_{[p]} \wedge \mathbf{e}_{I}\right)=0 ; \operatorname{pos}(I, j)$ denotes the position of the index $j$ in the ordered subset $I$. Notice that, for $h \in[N] \backslash[p]$ and $t=0: \frac{N-p}{2}-1$ fixed, it holds
since for the $J$ 's not containing $h$ the submatrix $A_{J \backslash\{h\}}=A_{J}$ is of odd size, hence its pfaffian is zero. By a similar argument, after fixing $j \in[N] \backslash[p]$ and $c=1: \frac{N-p}{2}$, one gets
$\sum_{I \in\binom{[N] \backslash[p]}{2 c}: I \ni j} \operatorname{Pf}\left(A_{I}\right)(-1)^{\operatorname{pos}(I, j)+1} \mathbf{e}_{[p]} \wedge \mathbf{e}_{I \backslash\{j\}}=\sum_{J \in\binom{[N][p p}{2 c-1}} \operatorname{Pf}\left(A_{J \cup\{j\}}\right)(-1)^{\operatorname{pos}(J \cup\{j\}, j)+1} \mathbf{e}_{[p]} \wedge \mathbf{e}_{J}$.
Thus one has

$$
\begin{aligned}
g_{j} \cdot a= & \sum_{h=p+1}^{N} \sum_{t=0}^{\frac{N-p}{2}-1} \sum_{J \in\left(\begin{array}{c}
{\left[\begin{array}{c}
{[1][p]} \\
2 t+1
\end{array}\right)}
\end{array}\right.} \alpha_{h j} \operatorname{Pf}\left(A_{J \backslash\{h\}}\right)(-1)^{p o s(J, h)+1} \mathbf{e}_{[p]} \wedge \mathbf{e}_{J}+ \\
& +\sum_{c=0}^{\frac{N-p}{2}-1} \sum_{J \in\binom{[N] \backslash[p]}{2 c+1}} \operatorname{Pf}\left(A_{J \cup\{j\}}\right)(-1)^{p o s(J \cup\{j\}, j)+1} \mathbf{e}_{[p]} \wedge \mathbf{e}_{J} \\
= & \sum_{t=0}^{\frac{N-p}{2}-1} \sum_{J \in\binom{[N] \backslash[p]}{2 t+1}} \underbrace{\left[\sum_{h=p+1}^{N} \alpha_{h j} \operatorname{Pf}\left(A_{J \backslash\{h\}}\right)(-1)^{p o s(J, h)+1}+\operatorname{Pf}\left(A_{J \cup\{j\}}\right)(-1)^{p o s(J \cup\{j\}, j)+1}\right]}_{=: \Gamma_{J}} \mathbf{e}_{[p]} \wedge \mathbf{e}_{J} .
\end{aligned}
$$

Consider the Heaviside step function

$$
\mathbb{H}(x)=\mathbf{1}_{x>0}= \begin{cases}1 & \text { if } x>0 \\ 0 & \text { otherwise }\end{cases}
$$

Notice that $\mathbb{H}(x)=1-\mathbb{H}(-x)$. Then, for any $t=0: \frac{N-p}{2}-1$ and for any subset $J \in\binom{[N] \backslash[p]}{2 t+1}$, one has

$$
\begin{aligned}
\sum_{h=p+1}^{N} \alpha_{h j} \operatorname{Pf}\left(A_{J \backslash\{h\}}\right)(-1)^{p o s(J, h)+1} & =\sum_{h=p+1}^{N}\left(-\alpha_{j h}\right) \operatorname{Pf}\left(A_{(J \cup\{j\}) \backslash\{h, j\}}\right)(-1)^{\operatorname{pos}(J, h)+1} \\
& =\sum_{h=p+1}^{N} \alpha_{j h} \operatorname{Pf}\left(A_{(J \cup\{j\}) \backslash\{h, j\}}\right)(-1)^{\operatorname{pos}(J \cup\{j\}, h)+\mathbb{H}(h-j)} \\
& =(-1)^{\operatorname{pos}(J \cup\{j\}, j)} \operatorname{Pf}\left(A_{J \cup\{j\}}\right)
\end{aligned}
$$

where the last equality follows by the recursive equation for the pfaffian (for an index $i$ fixed)

$$
\operatorname{Pf}(B)=\sum_{j \neq i}(-1)^{i+j+1+\mathbb{H}(i-j)} b_{i j} \operatorname{Pf}\left(B_{\hat{i}, \hat{j}}\right)
$$

It follows that for all index subsets $J$ it holds

$$
\Gamma_{J}=(-1)^{\operatorname{pos}(J \cup\{j\}, j)} \operatorname{Pf}\left(A_{J \cup\{j\}}\right)+(-1)^{\operatorname{pos}(J \cup\{j\}, j)+1} \operatorname{Pf}\left(A_{J \cup\{j\}}\right)=0
$$

hence $g_{j} \cdot a=0$ for any $j \in[N] \backslash[p]$. This concludes the proof.

### 3.4 The diameter of Spinor varieties

In this section we describe the Hamming distance between points on Spinor varieties as codimension of the intersection of their corresponding maximal isotropic subspaces, hence we determine the diameter of Spinor varieties. These computations have been made before finding out that the distance on Spinor varieties (as well as on any cominuscule variety) was already known in [Buc+13, Sec. 4].

In light of Theorem 3.3.1 we assume $N$ to be even and we consider the $2 N$-dimensional complex vector space $V=E \oplus E^{\vee}$ with basis $\left(e_{1}, \ldots, e_{N}, f_{1}, \ldots, f_{N}\right)$ which is hyperbolic with respect to the quadratic form $q=\sum_{i=1}^{N} x_{i} y_{i}$. Consider the Spinor variety $\mathbb{S}_{N}^{+} \subset \mathbb{P}\left(\bigwedge^{e v} E\right)$ being the closed $\operatorname{Spin}_{2 N^{-}}$-orbit of the highest weight vector $v_{\omega_{N}}=\mathbf{e}_{[N]}=e_{1} \wedge \ldots \wedge e_{N}$, as well as of the lowest weight vector $\ell_{\omega_{N}}=\mathbb{1}$.

Let $[a],[b] \in \mathbb{S}_{N}^{+}$be two pure spinors and let $H_{a}, H_{b} \in \mathrm{OG}^{+}(N, V)$ be their corresponding maximal $q$-isotropic subspaces. Consider the line $L([a],[b])=\left\{[\lambda a+\mu b] \mid[\lambda: \mu] \in \mathbb{P}^{1}\right\} \subset \mathbb{P}\left(\bigwedge^{e v} E\right)$. Any point in $L([a],[b])$ defines via the map (3.3.1) a $q$-isotropic subspace $H_{[\mu a+\lambda b]}$ of dimension $\operatorname{dim} H_{[\mu a+\lambda b]} \leq N$. Moreover, Spinor varieties being intersections of quadrics, by Bèzout it holds either $L([a],[b]) \subset \mathbb{S}_{N}^{+}$or $L([a],[b]) \cap \mathbb{S}_{N}^{+}=\{[a],[b]\}$. In particular, in the former case $[a],[b]$ have Hamming distance $d([a],[b])=1$ and

$$
L([a],[b]) \subset \mathbb{S}_{N}^{+} \Longleftrightarrow[a+b] \in \mathbb{S}_{N}^{+} \Longleftrightarrow \quad \Longleftrightarrow \quad \operatorname{dim} H_{a+b}=N
$$

If $d([a],[b])=k \ngtr 1$, then $L([a],[b]) \nsubseteq \mathbb{S}_{N}^{+}$and we look for distinct pure spinors $\left[c_{1}\right], \ldots,\left[c_{k-1}\right] \in$ $\mathbb{S}_{N}^{+}$such that $L\left(\left[c_{j}\right],\left[c_{j+1}\right]\right) \subset \mathbb{S}_{N}^{+}$(or equivalently $H_{c_{j}+c_{j+1}} \in \mathrm{OG}^{+}(N, V)$ ) for all $j=0: k-1$, where $\left[c_{0}\right]=[a]$ and $\left[c_{k}\right]=[b]$. Moreover, since each $H_{c_{i}}$ has to lie in the same connected component $\mathrm{OG}^{+}(N, V)$, it holds $\operatorname{codim}_{H_{c_{i}}}\left(H_{c_{i}} \cap H_{c_{i+1}}\right) \equiv 0(\bmod 2)$ for any $i=0: k-1$. For simplicity we write $H_{i}$ for $H_{c_{i}}$.
Lemma 3.4.1. Let $[a],[b] \in \mathbb{S}_{N}^{+}$be two pure spinors corresponding to the subspaces $H_{a}, H_{b} \in$ $\mathrm{OG}^{+}(N, V)$. Then

$$
d([a],[b])=1 \Longleftrightarrow \operatorname{dim}\left(H_{a} \cap H_{b}\right)=N-2 .
$$

Proof. From Remark 2.3.2, the action of $\operatorname{Spin}_{2 N}$ preserves the Hamming distance between pure spinors in $\mathbb{S}_{N}^{+}$: thus we may assume $a=v_{\omega_{N}}=\mathbf{e}_{[N]}$ with $H_{a}=H_{\mathbf{e}_{[N]}}=E$.

Let $p:=\operatorname{dim}\left(E \cap H_{b}\right) \equiv 0(\bmod 2)$ and consider a basis $\left(e_{1}, \ldots, e_{p}, g_{p+1}, \ldots, g_{N}\right)$ of $H_{b}$ for $g_{j}$ as in (3.3.5). From Proposition 3.3.2 we know that

$$
b=\sum_{I \subset\{p+1, \ldots, N\}} \operatorname{Pf}\left(A_{I}\right) \mathbf{e}_{[N]} \wedge \mathbf{e}_{I},
$$

where $A=\left(\alpha_{k j}\right) \in \bigwedge^{2} \mathbb{C}^{N-p}$ is defined by the coefficients in the $g_{j}$ 's, and we set $\mathbf{e}_{\emptyset}:=\mathbb{1}$.
If $p=\operatorname{dim}\left(E \cap H_{b}\right)=N-2$, then we can write $b=\mathbf{e}_{[N-2]} \wedge\left(\mathbb{1}+\alpha_{N-1, N}\left(e_{N-1} \wedge e_{N}\right)\right)$ and $\mathbf{e}_{[N]}+b=\left(1+\alpha_{N-1, N}\right) \mathbf{e}_{[N]}+\mathbf{e}_{[N-2]}$, hence

$$
H_{\mathbf{e}_{[N]}+b}=\left\langle e_{1}, \ldots, e_{N-2}, f_{N-1}-\left(1-\alpha_{N-1, N}\right) e_{N}, f_{N}+\left(1-\alpha_{N-1, N}\right) e_{N-1}\right\rangle_{\mathbb{C}} \in \mathrm{OG}^{+}(N, V),
$$

implying $d\left(\left[\mathbf{e}_{[N]}\right],[b]\right)=1$.
Conversely, if $d\left(\left[\mathbf{e}_{N}\right],[b]\right)=1$, then $E \cap H_{b} \subsetneq H_{\mathbf{e}_{[N]}+b} \in \mathrm{OG}^{+}(N, V)$, hence $H_{\mathbf{e}_{[N]}+b}=$ $\left\langle e_{1}, \ldots, e_{p}, e_{p+1} \ldots, e_{q}, h_{q+1}, \ldots, h_{N}\right\rangle_{\mathbb{C}}$ for some $q \geq p$ : actually, it has to be $q=p$, otherwise $H_{\mathbf{e}_{[N]}+b} \cap E=H_{\mathbf{e}_{[N]}+b} \cap H_{-\mathbf{e}_{[N]}} \subset H_{\mathbf{e}_{[N]}+b-\mathbf{e}_{[N]}}=H_{b}$ would lead to contradiction. Then one has $H_{\mathbf{e}_{[N]}+b}=\left\langle e_{1}, \ldots, e_{p}, h_{p+1}, \ldots, h_{N}\right\rangle_{\mathbb{C}}$ for some vectors $h_{j}$ as in (3.3.5) defined by a certain $B \in \bigwedge^{2} \mathbb{C}^{N-p}$. By Proposition (3.3.2) one gets

$$
\mathbf{e}_{[N]}+b=\sum_{I \subset\{p+1, \ldots, N\}} \operatorname{Pf}\left(B_{I}\right) \mathbf{e}_{[p]} \wedge \mathbf{e}_{I} .
$$

Notice that both in $b$ and $\mathbf{e}_{[N]}+b$ the summand $\mathbf{e}_{[p]} \wedge \mathbf{e}_{\emptyset}=\mathbf{e}_{[p]}$ appears with coefficient 1, thus it cancels out in the above equation leading to

$$
\mathbf{e}_{[N]}=\sum_{\emptyset \neq I \subset\{p+1, \ldots, N\}}\left(\operatorname{Pf}\left(B_{I}\right)-\operatorname{Pf}\left(A_{I}\right)\right) \mathbf{e}_{[p]} \wedge \mathbf{e}_{I} .
$$

If it was $p \nsubseteq N-2$, then for any $I=\{i, j\} \subset\{p+1, \ldots, N\}$ the coefficient $\operatorname{Pf}\left(B_{I}\right)-\operatorname{Pf}\left(A_{I}\right)$ has to be zero, hence all the $2 \times 2$ pfaffians of $A$ and $B$ would coincide: in particular, by recursiveness of pfaffians, also the maximum pfaffians $\operatorname{Pf}\left(A_{\{p+1, \ldots, N\}}\right)$ and $\operatorname{Pf}\left(B_{\{p+1, \ldots, N\}}\right)$ should coincide, leading to the contradiction $\mathbf{e}_{[N]}=0$. Thus it has to be $p=N-2$.
This completes the proof.

Proposition 3.4.2. Let $[a],[b] \in \mathbb{S}_{N}^{+}$be two pure spinors with corresponding subspaces $H_{a}, H_{b} \in$ $\mathrm{OG}^{+}(N, V)$. Then

$$
d([a],[b])=\frac{N-\operatorname{dim}\left(H_{a} \cap H_{b}\right)}{2} .
$$

Proof. As in the previous proof, we may assume $a=\mathbf{e}_{[N]}$ and $b=\sum_{I \subset\{p+1, \ldots, N\}} \operatorname{Pf}\left(A_{I}\right) \mathbf{e}_{[p]} \wedge \mathbf{e}_{I}$, where $A=\left(\alpha_{k j}\right) \in \bigwedge^{2} \mathbb{C}^{n+1-p}$. Then $H_{b}=\left\langle e_{1}, \ldots, e_{p}, g_{p+1}, \ldots, g_{N}\right\rangle_{\mathbb{C}}$ where $p=\operatorname{dim}\left(E \cap H_{b}\right) \equiv$ $0(\bmod 2)$. Let $d\left(\left[\mathbf{e}_{[N]}\right],[b]\right) \geq 2$.

For any $j=1: \frac{N-p}{2}$ consider the pure spinor $\left[c_{j}\right] \in \mathbb{S}_{N}^{+}$corresponding to the maximal $q$-isotropic subspace

$$
H_{j}=\left\langle e_{1}, \ldots, e_{p}, e_{p+1}, \ldots, e_{N-2 j}, g_{N-2 j+1}, \ldots, g_{N}\right\rangle_{\mathbb{C}} \in \mathrm{OG}^{+}(N, V)
$$

Notice that $H_{\frac{N-p}{2}}=H_{b}$ so that $\left[c_{\frac{N-p}{2}}\right]=[b]$. Moreover, for any $j=1: \frac{N-p}{2}$ it holds

$$
\operatorname{dim}\left(E \cap H_{1}\right)=\operatorname{dim}\left(H_{j} \cap H_{j+1}\right)=N-2
$$

which by Lemma 3.4.1 is equivalent to $d\left(\left[\mathbf{e}_{[N]}\right],\left[c_{1}\right]\right)=d\left(\left[c_{j}\right],\left[c_{j+1}\right]\right)=1$ : in particular, we get

$$
d\left(\left[\mathbf{e}_{[N]}\right],[b]\right) \leq \frac{N-p}{2}=\frac{N-\operatorname{dim}\left(E \cap H_{b}\right)}{2}
$$

Let $d:=d\left(\left[\mathbf{e}_{[N]}\right],[b]\right)$ and assume the thesis holds for $d-1$. Consider a minimal sequence of pure spinors $\left[p_{1}\right], \ldots,\left[p_{d-1}\right] \in \mathbb{S}_{N}^{+}$such that for any $j=0: d-1$ it holds $d\left(\left[p_{i}\right],\left[p_{i+1}\right]\right)=1$ where
we set $p_{0}=\mathbf{e}_{[N]}$ and $p_{d}=b$, that is $\operatorname{dim}\left(H_{p_{j}} \cap H_{p_{j+1}}\right)=2$. By minimality of the sequence and by inductive hypothesis, it holds

$$
d-1=d\left(\left[\mathbf{e}_{[N]}\right],\left[p_{d-1}\right]\right)=\frac{N-\operatorname{dim}\left(E \cap H_{p_{d-1}}\right)}{2}
$$

hence $\operatorname{dim}\left(E \cap H_{p_{d-1}}\right)=N-2 d+2$. From the Grassmann dimension formula we get

$$
\begin{aligned}
& \operatorname{dim}\left(E \cap H_{p_{d-1}} \cap H_{b}\right)= \\
& =\operatorname{dim}\left(E \cap H_{p_{d-1}}\right)+\operatorname{dim}\left(H_{p_{d-1}} \cap H_{b}\right)-\operatorname{dim}\left(\left(E \cap H_{p_{d-1}}\right)+\left(H_{p_{d-1}} \cap H_{b}\right)\right) \\
& =(N-2 d+2)+(N-2)-\operatorname{dim}\left(\left(E \cap H_{p_{d-1}}\right)+\left(H_{p_{d-1}} \cap H_{b}\right)\right) \\
& =2 N-2 d-\operatorname{dim}\left(\left(E \cap H_{p_{d-1}}\right)+\left(H_{p_{d-1}} \cap H_{b}\right)\right) .
\end{aligned}
$$

The latter dimension can be a value in $\{N-2, N-1, N\}$, then one has

$$
N-2 d \leq \operatorname{dim}\left(E \cap H_{p_{d-1}} \cap H_{b}\right) \leq N-2 d+2
$$

If it was $N-2 d+1 \leq \operatorname{dim}\left(E \cap H_{p_{d-1}} \cap H_{b}\right) \leq N-2 d+2$, from the inequality $d \leq \frac{N-p}{2}$ already proven, one would get

$$
N-2 d+1 \leq \operatorname{dim}\left(E \cap H_{p_{d-1}} \cap H_{b}\right) \leq \operatorname{dim}\left(E \cap H_{b}\right)=p \leq N-2 d
$$

leading to contradiction. It follows that $\operatorname{dim}\left(E \cap H_{p_{d-1}} \cap H_{b}\right)=N-2 d$ must hold and, from a similar chain of inequalities as above, one conclude that $2 d=N-p$, that is the thesis.

It follows straightforward from Proposition 3.4.2 that the maximum possible distance between two pure spinors $[a],[b] \in \mathbb{S}_{N}^{+}$is realized when $H_{a} \cap H_{b}=\{0\}$. Moreover, similar argument apply to the case of $N$ odd. The following result is now just a corollary.

Theorem 3.4.3. The Spinor variety $\mathbb{S}_{N}^{ \pm} \subset \mathbb{P}\left(V_{\omega_{N}}^{D_{N}}\right)$ has diameter

$$
\operatorname{diam}\left(\mathbb{S}_{N}^{ \pm}\right)=\left\lfloor\frac{N}{2}\right\rfloor
$$

REMARK 3.4.4. The Spinor varieties $\mathbb{S}_{2}^{ \pm} \simeq \mathbb{P}^{1}$ and $\mathbb{S}_{3}^{ \pm} \simeq \mathbb{P}^{3}$ are linear spaces, thus their diameter is trivially 1 . The Spinor variety $\mathbb{S}_{4}^{ \pm}$is isomorphic to the 6 -dimensional quadric $Q^{6} \subset \mathbb{P}^{7}$ and it has diameter 2: this holds for any quadric $\mathrm{Q}^{N} \subset \mathbb{P}^{N+1}$. The first Spinor variety having diameter at least 3 is $\mathbb{S}_{6}^{ \pm} \subset \mathbb{P}^{31}$.

### 3.5 Some homogeneous bundles on Spinor varieties

In this section we describe some homogeneous bundles on the Spinor varieties which will be useful for defining the Clifford apolarity in Sec. 3.6.

We keep the notation from previous sections. We recall that we may assume $N$ to be even in light of Theorem 3.3.1 and of the duality between the half-spin representations. In particular,

$$
D_{N} / P_{N}=\mathbb{S}_{N}^{+} \subset \mathbb{P}\left(V_{\omega_{N}}^{D_{N}}\right)=\mathbb{P}\left(\bigwedge^{e v} E\right)
$$

Consider the half-spin representations $V_{\omega_{N-1}}^{D_{N}}=\bigwedge^{o d} E$ and $V_{\omega_{N}}^{D_{N}}=\bigwedge^{e v} E$ with highest weight vectors $v_{\omega_{N-1}}=\mathbf{e}_{[N-1]}=e_{1} \wedge \ldots \wedge e_{N-1}$ and $v_{\omega_{N}}=\mathbf{e}_{[N]}=e_{1} \wedge \ldots \wedge e_{N-1}$ respectively: since $N$ is even, by Remark 3.2.1 both half-spin representations are self-dual. Let $V_{\omega_{1}}^{D_{N}}=V=E \oplus E^{\vee}$ be the standard representation with highest weight vector $v_{\omega_{1}}=e_{1}$.

Let $\left(\epsilon_{1}, \ldots, \epsilon_{N}\right)$ be an orthonormal basis of the vector space $\left\langle\Phi^{D_{N}}\right\rangle_{\mathbb{R}} \simeq \mathbb{R}^{N}$ spanned by the $D_{N}$-type root system, so that the simple roots of type $D_{N}$ are of the form

$$
\alpha_{1}=\epsilon_{1}-\epsilon_{2} \quad, \quad \ldots \quad, \quad \alpha_{N-1}=\epsilon_{N-1}-\epsilon_{N} \quad, \quad \alpha_{N}=\epsilon_{N-1}+\epsilon_{N},
$$

while the fundamental weights are

$$
\begin{gathered}
\omega_{1}=\epsilon_{1}, \quad \omega_{2}=\epsilon_{1}+\epsilon_{2}, \quad \ldots, \quad \omega_{N-2}=\epsilon_{1}+\epsilon_{2}+\ldots+\epsilon_{N-2}, \\
\omega_{N-1}=\frac{1}{2}\left(\epsilon_{1}+\ldots+\epsilon_{N-1}-\epsilon_{N}\right) \quad, \quad \omega_{N}=\frac{1}{2}\left(\epsilon_{1}+\ldots+\epsilon_{N-1}+\epsilon_{N}\right) .
\end{gathered}
$$

The line bundle $\mathcal{O}_{\mathbb{S}}(1)$. Being a generalized Grassmannian, the Picard group of the Spinor variety $\mathbb{S}_{N}^{+}$is monogenic, generated by the very ample line bundle

$$
\mathcal{O}_{\mathbb{S}}(1)=\mathcal{E}_{\omega_{N}}
$$

defined by the irreducible $P_{N}$-representation with highest weight $\omega_{N}$. Moreover, by Borel-Weil Theorem such line bundle gives the minimal homogeneous embedding (cf. Example 1.3.6)

$$
\mathbb{S}_{N}^{+} \hookrightarrow \mathbb{P}\left(H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{O}_{\mathbb{S}}(1)\right)^{\vee}\right) \simeq \mathbb{P}\left(V_{\omega_{N}}^{D_{N}}\right)
$$

After the identification between the Spinor variety $\mathbb{S}_{N}^{+}$and the maximal orthogonal Grassmannian $\mathrm{OG}^{+}(N, 2 N)$, one gets the inclusion

$$
\iota: \mathbb{S}_{N}^{+} \rightarrow \operatorname{Gr}(N, 2 N)
$$

The pull-back via $\iota$ of the line bundle $\mathcal{O}_{\mathrm{Gr}}(1)$ on the Grassmannian is related to the line bundle $\mathcal{O}_{\mathbb{S}}(1)$ on the Spinor variety as follows:

$$
\iota^{*} \mathcal{O}_{\mathrm{Gr}}(1)=\mathcal{O}_{\mathbb{S}}(1)^{\otimes 2}=\mathcal{O}_{\mathbb{S}}(2)
$$

Remark. This relation follows from the fact that the maximal $q$-isotropic subspaces in $\operatorname{Gr}(N, 2 N)$ splits in two isomorphic connected components, and it is classicaly stated as "the line bundle on the Spinor variety is the square root of the one on the Spinor variety" or also, by abuse of notation $\mathcal{O}_{\mathbb{S}}(1)=\mathcal{O}_{\mathrm{Gr}}\left(\frac{1}{2}\right)$.

The dual bundle $\mathcal{U}_{\mathbb{S}}^{\vee}$. The pull-back via $\iota$ of the bundle $\mathcal{U}_{\text {Gr }}^{\vee}$ dual to the universal bundle on the Grassmannian $\operatorname{Gr}(N, 2 N)$ (see Example 1.3.7) gives the dual bundle

$$
\mathcal{U}_{\mathbb{S}}^{\vee}=i^{*} \mathcal{U}_{\mathrm{Gr}}^{\vee}
$$

on $\mathbb{S}_{N}^{+}$, defined by the $P_{N}-$ representation of highest weight $\omega_{1}$, hence by Borel-Weil Theorem it holds

$$
H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}^{\vee}\right) \simeq\left(V_{\omega_{1}}^{D_{N}}\right)^{\vee}=V_{\omega_{1}}^{D_{N}}
$$

where the last equality follows from $-w_{0}\left(\omega_{1}\right)=\omega_{1}$ (see Remark 1.1.1).

The twisted bundle $\mathcal{U}_{\mathbb{S}}(1)$. Consider the rank $-N$ bundle

$$
\mathcal{U}_{\mathbb{S}}(1)=\mathcal{U}_{\mathbb{S}} \otimes \mathcal{O}_{\mathbb{S}}(1)
$$

on the Spinor variety $\mathbb{S}_{N}^{+}$. Notice that the description in Example 1.3.8 fails in this case: indeed,

$$
\operatorname{det}\left(\mathcal{U}_{\mathbb{S}}\right)=\operatorname{det}\left(\iota^{*} \mathcal{U}_{\mathrm{Gr}}\right)=\iota^{*} \operatorname{det}\left(\mathcal{U}_{\mathrm{Gr}}\right)=\iota^{*} \mathcal{O}_{\mathrm{Gr}}(1)=\mathcal{O}_{\mathbb{S}}(2)
$$

However, as a homogeneous bundle, $\mathcal{U}_{\mathbb{S}}(1)$ is defined by a $P_{N}$-representation whose weights are of the form $\lambda+\mu$ as $\lambda$ and $\mu$ vary among the weights defining $\mathcal{U}_{\mathbb{S}}$ and $\mathcal{O}_{\mathbb{S}}(1)$ respectively. The line bundle $\mathcal{O}_{\mathbb{S}}(1)$ has unique weight $\omega_{N}$, while the rank- $N$ bundle $\mathcal{U}_{\mathbb{S}}$ has weights $-\epsilon_{1}, \ldots,-\epsilon_{N}$ : then the bundle $\mathcal{U}_{\mathbb{S}}(1)$ has weights $\frac{1}{2}\left(c_{1} \epsilon_{1}+\ldots+c_{N} \epsilon_{N}\right)$ for $c_{i} \in\{ \pm 1\}$ such that $\sum_{j=1}^{N} c_{j}=N-1$. In particular, the highest weight of the $P_{N}$-representation defining $\mathcal{U}_{\mathbb{S}}(1)$ is $\frac{1}{2}\left(\epsilon_{1}+\ldots+\epsilon_{N-1}-\right.$ $\left.\epsilon_{N}\right)=\omega_{N-1}$, and by Borel-Weil's Theorem we get the global sections

$$
H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}_{\mathbb{S}}(1)\right)=\left(V_{\omega_{N-1}}^{D_{N}}\right)^{\vee}=V_{\omega_{N-1}}^{D_{N}}
$$

where the last equality follows from Remark 1.1.1 under the assumption that $N$ is even.

### 3.6 Clifford apolarity

In this section we analyze the nonabelian apolarity in the case of Spinor varieties. For certain vector bundles, this leads to what we call "Clifford apolarity". We also exhibit the vanishing condition of some global sections on Spinor varieties.

We assume the same setting, notation and results from Sec. 3.5. We recall that we may assume $N$ to be even in light of Theorem 3.3.1 and of the duality between the half-spin representations.
In light of the global section spaces exhibited in Sec. 3.5, the contraction map $H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}^{\vee}\right) \otimes$ $H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}(1)\right) \rightarrow H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{O}(1)\right)$ is equivalent to

$$
\left(V_{\omega_{1}}^{D_{N}}\right)^{\vee} \otimes\left(V_{\omega_{N-1}}^{D_{N}}\right)^{\vee} \longrightarrow\left(V_{\omega_{N}}^{D_{N}}\right)^{\vee}
$$

which under the assumption of $N$ even and after the duality of half-spin representations (Remark 3.2.1) coincides with

$$
\begin{equation*}
\left(E \oplus E^{\vee}\right) \otimes \bigwedge^{o d} E \longrightarrow \bigwedge^{e v} E . \tag{3.6.1}
\end{equation*}
$$

Such map is uniquely determined as $\operatorname{Spin}(V)$-equivariant morphism (up to scalars): this is a consequence of Schur's lemma applied to the following result.

Theorem 3.6.1. The irreducible $\operatorname{Spin}(V)$-module $\bigwedge^{e v} E$ (resp. $\bigwedge^{o d} E$ ) appears with multiplicity 1 in the $\operatorname{Spin}(V)$-module $V \otimes \bigwedge^{o d} E\left(\right.$ resp. $\left.V \otimes \bigwedge^{e v} E\right)$.

Proof. In light of the natural inclusion $\operatorname{SL}(E) \subset \operatorname{Spin}(V)$, for any $\operatorname{Spin}(V)$-module $W$ among the above ones we can consider its restriction as $\mathrm{SL}(E)$-module $\operatorname{Res}_{\mathrm{SL}(E)}^{\operatorname{Spin}(V)}(W)$ : we lighten up the notation by simply writing $W$ and specifying its module structure. Since $N$ is even, one can rewrite the $\mathrm{SL}(E)$-module $\left(E \oplus E^{\vee}\right) \otimes \bigwedge^{\text {od }} E$ as

$$
\left(E \oplus E^{\vee}\right) \otimes \bigwedge^{o d} E=\bigoplus_{k=0}^{\frac{N-2}{2}}\left(E \otimes \bigwedge^{2 k+1} E\right) \oplus\left(E^{\vee} \otimes \bigwedge^{2 k+1} E\right)
$$

For each $k=0: \frac{N-2}{2}$, from Pieri's formula [Pro07, Sec. 9.10.2], one gets the following decompositions into irreducible $\mathrm{SL}(E)$-modules:

$$
E \otimes \bigwedge^{2 k+1} E=S^{\overbrace{(2,1, \ldots, 1)}^{2 k+1}} \oplus \bigwedge^{2 k+2} E \quad, \quad E^{\vee} \otimes \bigwedge^{2 k+1} E=S^{(\overbrace{2, \ldots, 2,1, \ldots, 1}^{2 k+1}} \oplus \bigwedge^{N-2-2 k} E .
$$

where we used that $E^{\vee} \simeq \bigwedge^{N-1} E, \mathbb{C}^{\vee} \simeq \bigwedge^{N} E$ and $\bigwedge^{h} E=0$ for any $h \geq N+1$. Thus in the decomposition of $\left(E \oplus E^{\vee}\right) \otimes \bigwedge^{\text {od }} E$ into $\mathrm{SL}(E)$-modules

$$
V \otimes \bigwedge^{o d} E=\mathbb{C} \oplus 2\left(\bigoplus_{k=1}^{\frac{N-4}{2}} 2 k, \bigwedge^{\text {od }} E\right) \oplus \bigwedge^{N} E \oplus(\bigoplus_{k=0}^{\frac{N-2}{2}} S^{(2,1, \ldots, 1)} \overbrace{}^{2 k+1} \oplus S^{(\overbrace{2, \ldots, 2}^{2 k+1} \overbrace{1, \ldots, 1)}^{N-2-2 k})})
$$

there is only one copy of $\bigwedge^{e v} E$, hence there has to be only one copy in the $\operatorname{Spin}(V)$-module decomposition as well.

By fixing $q \in \Lambda^{e v} E$, from the map (3.6.1) we get a $\operatorname{Spin}(V)$-equivariant map $\psi_{q}:(E \oplus$ $E^{\vee}$ ) $\rightarrow \bigwedge^{\text {od }} E$ which is unique (up to scalars) by Theorem 3.6.1, thus it coincides with the map $\psi_{q}: V \rightarrow \bigwedge E$ defined in (3.3.1). Moreover, the natural contraction (3.6.1) is equivalent to a map

$$
\Phi: \bigwedge^{e v} E \otimes \bigwedge^{o d} E^{\vee} \longrightarrow E \oplus E^{\vee}
$$

which again by Theorem 3.6.1 is uniquely determined as $\operatorname{Spin}(V)$-equivariant morphism: more precisely, it is the projection onto the unique copy of the irreducible $\operatorname{Spin}(V)$-submodule $E \oplus E^{\vee}$.

REmARK 3.6.2. By uniqueness, the map $\Phi$ is intrinsically related to the skew-apolarity map (2.2.1). Consider the splitting in $\operatorname{SL}(E)$-modules

$$
\bigwedge^{e v} E \otimes \bigwedge^{o d} E^{\vee}=\bigoplus_{r=0}^{\frac{N}{2}} \bigoplus_{s=0}^{\frac{N-2}{2}}\left(\bigwedge^{2 r} E \otimes \bigwedge^{2 s+1} E^{\vee}\right)
$$

The map $\Phi$ is $\operatorname{Spin}(V)$-equivariant, hence $\operatorname{SL}(E)$-equivariant, so are its restrictions

$$
\Phi_{2 r, 2 s+1}: \bigwedge^{2 r} E \otimes \bigwedge^{2 s+1} E^{\vee} \longrightarrow E \oplus E^{\vee}
$$

By Schur's lemma, each restriction $\Phi_{2 r, 2 s+1}$ is non-zero if and only if either $E$ or $E^{\vee}$ appears as irreducible $\mathrm{SL}(E)$-summand in the tensor product on the left-hand side: this happens if and only if $|2 r-(2 s+1)|=1$. In particular, it holds

$$
\operatorname{Im}\left(\Phi_{2 r, 2 s+1}\right)= \begin{cases}E & \text { if } 2 r=(2 s+1)+1 \\ E^{\vee} & \text { if } 2 r=(2 s+1)-1 \\ 0 & \text { otherwise }\end{cases}
$$

For $2 r=(2 s+1)+1$ (resp. $2 r=(2 s+1)-1)$, the module $\bigwedge^{2 r} E \otimes \bigwedge^{2 s+1} E^{\vee}$ has a unique copy of $E$ (resp. $E^{\vee}$ ) as irreducible $\mathrm{SL}(E)$-submodule, thus (up to scalars) there exists a unique $\mathrm{SL}(E)$-equivariant morphism from the tensor product onto $E$ (resp. $E^{\vee}$ ). By uniqueness, the restrictions $\Phi_{2 r, 2 s+1}$ are given (up to composing with a projection $\pi_{E \oplus E^{\vee}}$ onto $E \oplus E^{\vee}$ ) by generalizing the skew-catalecticant maps $\mathcal{C}^{s, d-s}$ in (2.2.1) as follows:

$$
\begin{array}{cccc}
\Phi_{2 r, 2 s+1}: \bigwedge^{2 r} E \otimes \bigwedge^{2 s+1} E^{\vee} & \rightarrow \bigwedge^{2 r-(2 s+1)} E \oplus \bigwedge^{2 s+1-2 r} E^{\vee} & { }_{E \oplus \oplus \vee} & E \oplus E^{\vee} \\
e \otimes f & \mapsto \mathcal{C}_{e}^{2 s+1,2 r-(2 s+1)}(f)+\mathcal{C}_{f}^{2 r, 2 s+1-2 r}(e)
\end{array}
$$

where $\mathcal{C}_{t}^{s, d-s}=0$ for $s>d$ : roughly, depending on the sign of $2 r-(2 s+1)$, one looks at vectors in $E^{\vee}$ as derivations on $E$, or viceversa.

Definition 3.6.3. The Clifford apolarity action is the $\operatorname{Spin}\left(E \oplus E^{\vee}\right)$-equivariant map

$$
\begin{array}{cccc}
\Phi: \bigwedge^{e v} E \otimes \bigwedge^{o d} E^{\vee} & \longrightarrow & E \oplus E^{\vee}  \tag{3.6.2}\\
e \otimes f & \mapsto & C_{e}(f)_{\left.\right|_{E}}+C_{f}(e)_{\left.\right|_{E} \vee}
\end{array}
$$

where $C_{e}(f)_{\left.\right|_{E}}\left(\right.$ resp. $\left.C_{f}(e)_{\left.\right|_{E} \vee}\right)$ is the projection onto $E$ (resp. $E^{\vee}$ ) of the contraction $f \cdot e \in \bigwedge E$ (resp. $e \cdot f \in \bigwedge E^{\vee}$ ) obtained via Clifford multiplication.

Vanishing of sections in $H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}(1)\right)$. Via the isomorphism

$$
H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}(1)\right) \simeq\left(V_{\omega_{N-1}}^{D_{N}}\right)^{\vee}=\bigwedge^{o d} E^{\vee}
$$

any section $j_{f} \in H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}(1)\right)$ corresponds to a spinor $f \in \bigwedge^{o d} E^{\vee}$ : we describe the zero locus of a section $j_{f}$ by generalizing an argument from [Man21, proof of Prop. 2].

For any $[a] \in \mathbb{S}_{N}^{+}$, one has the fiber $(\mathcal{U}(1))_{[a]} \simeq \operatorname{Hom}\left((\mathcal{O}(1))_{[a]}^{\vee}, \mathcal{U}_{[a]}\right)$. In particular, it holds $(\mathcal{O}(1))_{[a]}^{\vee}=\langle a\rangle_{\mathbb{C}} \subset \bigwedge^{e v} E$ and $\mathcal{U}_{[a]}=H_{a}:=\left\{v \in E \oplus E^{\vee} \mid v \cdot a=0\right\}$. Thus we can identify $j_{f}([a]) \in(\mathcal{U}(1))_{[a]}$ with a homomorphism $j_{f}([a]):\langle a\rangle_{\mathbb{C}} \rightarrow H_{a}$. We want to determine $j_{f}([a])(\lambda a) \in H_{a}$ as the scalar $\lambda \in \mathbb{C}$ varies.

Remark 3.6.4. The scalar product $q(\cdot, \cdot)$ on $V=E \oplus E^{\vee}$ extends to a scalar product $\langle\cdot, \cdot\rangle$ on $\bigwedge V$ defined on decomposable elements $x=x_{1} \wedge \ldots \wedge x_{k} \in \bigwedge^{k} V$ and $y=y_{1} \wedge \ldots \wedge y_{h} \in \bigwedge^{h} V$ as

$$
\langle x, y\rangle= \begin{cases}\operatorname{det}\left(q\left(x_{i}, y_{j}\right)\right) & \text { if } k=h \\ 0 & \text { otherwise }\end{cases}
$$

and extended by linearity. The isomorphism of vector spaces $\bigwedge V \simeq \mathrm{Cl}(V, q)$ defines such scalar product on the Clifford algebra too. The well-known adjointness between exterior product and contraction $\langle v \wedge x, y\rangle=\langle x, v \neg y\rangle$ for $v \in V, x \in \bigwedge^{h-1} V$ and $y \in \bigwedge^{h} V$, together with the Clifford multiplication (3.1.6), implies $\langle x, v \cdot y\rangle=\langle v \cdot x, y\rangle$ for any $x, y \in \Lambda V$ and any $v \in V$ : in the Clifford algebra, this property extends to any element $z \in \mathrm{Cl}(V, q)$ as $\langle x, z y\rangle=\left\langle z^{*} x, y\right\rangle$, where $z^{*}$ is the reverse involution

$$
z=x_{1} \cdots x_{2 k} \quad \Longrightarrow \quad z^{*}=x_{2 k} \cdots x_{1}
$$

The function $\psi_{f, a}(v)=\langle f, v \cdot a\rangle$ is linear in $v \in V$ and vanishes on $H_{a}$, thus it belongs to $H_{a}^{\perp}=\left\{\psi: V \rightarrow \mathbb{C} \mid \psi\left(H_{a}\right)=0\right\}$. But $H_{a}=H_{a}^{\perp}$ (since $a$ is a pure spinor), thus $\psi_{f, \bullet} \in$ $\operatorname{Hom}\left(\langle a\rangle_{\mathbb{C}}, H_{a}\right)$. It follows that we have two maps

$$
\begin{array}{cccc} 
& \bigwedge^{o d} E^{\vee} & \longrightarrow & H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}(1)\right) \\
j: & f & \mapsto & j_{f} \\
\Psi: & f & \mapsto & \psi_{f, \bullet}
\end{array}
$$

where $j$ is the $\operatorname{Spin}(V)$-equivariant isomorphism given by Borel-Weil Theorem. Next remark shows that the maps $j$ and $\Psi$ coincide up to scalars.

Remark 3.6.5. The map $\Psi$ is $\operatorname{Spin}(V)$-equivariant too. Indeed, for any $G$-homogeneous bundle on a variety $G / P$, the $G$-action on a global section $s$ is given by $(g \cdot s)(a)=s\left(g^{-1}\right.$. $a)$. Since for any $x \in \operatorname{Spin}(V)$ it holds $x^{-1}=x^{*}$, one gets $\left(x \cdot \psi_{f, \bullet}\right)(a)=\psi_{f, \bullet}\left(x^{*} a\right)=$ $\psi_{f, x^{*} a} \in \operatorname{Hom}\left(\left\langle x^{*} a\right\rangle, H_{x^{*} a}\right)$ where $\psi_{f, x^{*} a}\left(\lambda x^{*} a\right) \in H_{x * a}^{\perp}=H_{x^{*} a}$ is the functional on $V$ given by $\psi_{f, x^{*} a}\left(\lambda x^{*} a\right)(v)=\left\langle f, v \cdot \lambda x^{*} a\right\rangle$. But $x^{*} \in \operatorname{Spin}(V)$ acts by conjugacy on $V$, thus $V=x^{*} V x$ and by adjointness one concludes $\left\langle f, v \cdot \lambda x^{*} a\right\rangle=\left\langle f,\left(x^{*} w x\right) \cdot \lambda x^{*} a\right\rangle=\left\langle f, x^{*} w \cdot \lambda a\right\rangle \stackrel{a d j}{=}\langle x \cdot f, w \cdot \lambda a\rangle$, that is $x \cdot \psi_{f, \bullet}=\psi_{x \cdot f, \bullet}$.

Lemma 3.6.6. In the previous notation, the zero locus $\mathcal{Z}\left(j_{f}\right)$ of a global section $j_{f} \in H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}(1)\right)$ corresponding to a spinor $f \in \bigwedge^{o d} E^{\vee}$ is

$$
\begin{equation*}
\mathcal{Z}\left(j_{f}\right)=\mathbb{S}_{N}^{+} \cap(V \cdot f)^{\perp} . \tag{3.6.3}
\end{equation*}
$$

Proof. By Schur's lemma, the equivariant maps $j$ and $\Psi$ coincide up to scalar, hence the section $j_{f} \in H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}(1)\right)$ is such that $j_{f}([a])(\lambda a)=\langle f, \bullet \cdot(\lambda a)\rangle \in H_{a}$ for any $\lambda \in \mathbb{C}$. We conclude that the zero locus $\mathcal{Z}\left(j_{f}\right)$ of the global section $j_{f}$ is given by the pure spinors $[a] \in \mathbb{S}_{N}^{+}$such that $0=\langle f, v \cdot a\rangle=\langle v \cdot f, a\rangle$ for any $v \in V$, that is the thesis.

## Chapter 4

## Identifiability and singular locus of $\sigma_{2}(\operatorname{Gr}(k, N))$

Despite Grassmannians are ubiquitous objects in theoretical and applied areas of Mathematics, there are several aspects of their geometry still mysterious. Among these, only partial results have been obtained about their secant varieties (eg. see [MM15]). This chapter is devoted to solve the identifiability problem and to determine the singular locus of the secant varieties of lines to Grassmannians. The results appearing in this chapter come from the work [GS23] joint with Dr. Reynaldo Staffolani.

Let $V$ be an $N$-dimensional complex vector space. After the identification with $\mathbb{C}^{N}$, we fix the standard basis $\left(e_{1}, \ldots, e_{N}\right)$. For $k \leq N$ we consider the Grassmannian (cf. Example 1.3.1)

$$
\operatorname{Gr}(k, N)=A_{N-1} / P_{k} \subset \mathbb{P}\left(V_{\omega_{k}}^{A_{N-1}}\right)=\mathbb{P}\left(\bigwedge^{k} \mathbb{C}^{N}\right)
$$

We recall that the highest weight vector and the lowest weight vector in $V_{\omega_{k}}^{A_{N-1}}$ are respectively $v_{\omega_{k}}=\mathbf{e}_{[k]}=e_{1} \wedge \ldots \wedge e_{k}$ and $\ell_{\omega_{k}}=\mathbf{e}_{[N] \backslash[N-k]}=e_{N-k+1} \wedge \ldots \wedge e_{N}$. For any $\left[v_{1} \wedge \ldots \wedge v_{k}\right] \in$ $\operatorname{Gr}(k, N)$ we denote the corresponding $k$-dimensional linear subspace by $H_{p}=\left\langle v_{1}, \ldots, v_{k}\right\rangle_{\mathbb{C}}$.

Secant variety of lines to $\operatorname{Gr}(k, N)$. Consider the secant variety of lines

$$
\sigma_{2}(\operatorname{Gr}(k, N))=\overline{\sigma_{2}^{\circ}(\operatorname{Gr}(k, N))}=\overline{\left\{[a+b] \in \mathbb{P}\left(V_{\omega_{k}}^{A_{N-1}}\right) \mid[a],[b] \in \operatorname{Gr}(k, N)\right\}} \subset \mathbb{P}\left(V_{\omega_{k}}^{A_{N-1}}\right) .
$$

The dense subset $\sigma_{2}^{\circ}(\operatorname{Gr}(k, N))$ is given by the union of bisecant lines, while the union of tangent lines defines the tangential variety $\tau(\operatorname{Gr}(k, N))$. It is known that the secant variety of lines is quasi-homogeneous, in the sense that it admits a dense orbit: more prcisely, $\sigma_{2}(\operatorname{Gr}(k, N))=$ $\overline{\mathrm{SL}_{N} \cdot\left[v_{\omega_{k}}+\ell_{\omega_{k}}\right]}$ [Zak93, Theorem 1.4]. Moreover, it is non-defective for any $3 \leq k \leq \frac{N}{2}$
[CGG05, Theorem 2.1], thus its dimension is the expected one

$$
\begin{aligned}
\operatorname{dim} \sigma_{2}(\operatorname{Gr}(k, N)) & =\min \left\{2 \operatorname{dim} \operatorname{Gr}(k, N)+1, \operatorname{dim} \mathbb{P}\left(V_{\omega_{k}}^{A_{N-1}}\right)\right\} \\
& =\min \left\{2 k(N-k)+1,\binom{N}{k}-1\right\}
\end{aligned}
$$

On the other hand, the secant variety of lines $\sigma_{2}(\operatorname{Gr}(2, N))$ to the Grassmannians of (affine) planes is defective for any $N \not \approx 5$ with defect equal to 4 [CGG05, Theorem 2.1].

Remark 4.0.1. In same terminology from Sec. 2.1, the secant variety $\sigma_{2}(\operatorname{Gr}(3,6))$ is a perfect case. The Grassmannian $\operatorname{Gr}(3,6)$ is a Legendrian variety and, as such, its secant variety of lines has been studied by J.M. Landsberg and L. Manivel (cf. Remark 1.4.2).

The duality of irreducible representations $\bigwedge^{k}\left(\mathbb{C}^{N}\right)^{\vee}=\left(V_{\omega_{k}}^{A_{N-1}}\right)^{\vee}=V_{\omega_{N-k}}^{A_{N-1}}=\bigwedge^{N-k} \mathbb{C}^{N}$ induces a duality of Grassmannians

$$
\operatorname{Gr}(k, N) \simeq \operatorname{Gr}(N-k, N) .
$$

Toy-case $\operatorname{Gr}(2, N)$. For $k=2$, the $\mathrm{SL}_{N^{-}}$module $V_{\omega_{2}}^{A_{N-1}}=\bigwedge^{2} \mathbb{C}^{N}$ parameterizes the space of $N \times N$ skew-symmetric matrices, while the secant variety of lines $\sigma_{2}(\operatorname{Gr}(2, N))$ parameterizes the $N \times N$ skew-symmetric matrices of rank at most 4. Since $\sigma_{2}(\operatorname{Gr}(2,4))=\mathbb{P}^{5}$ and $\sigma_{2}(\operatorname{Gr}(2,5))=$ $\mathbb{P}^{9}$, we assume $N \geq 6$.
By defectivity we know that $\operatorname{dim} \sigma_{2}(\operatorname{Gr}(2, N))=4(N-2)-3$. Moreover, from the key result [Zak93, Theorem 1.4] one has the identity $\tau(\operatorname{Gr}(2, N))=\sigma_{2}(\operatorname{Gr}(2, N))$.

Theorem. For $N \geq 6$ the singular locus of the secant $\operatorname{Sing}\left(\sigma_{2}(\operatorname{Gr}(2, N))\right)$ is exactly $\operatorname{Gr}(2, N)$.
Proof. Since $\operatorname{Gr}(2, N)$ parametrizes the $N \times N$ skew-symmetric matrices of rank 2 (i.e. skewsymmetric rank 1), the variety $\sigma_{2}(\operatorname{Gr}(2, N))$ is given by the union of only two orbits: $\operatorname{Gr}(2, N)$ and $\sigma_{2}(\operatorname{Gr}(2, N)) \backslash \operatorname{Gr}(2, N)$. Since in general Sing $\left(\sigma_{r}(\operatorname{Gr}(k, N))\right) \supset \sigma_{r-1}(\operatorname{Gr}(k, N))$ holds, the thesis follows.

In respect of the duality of Grassmannians and of the above theorem, through out all this chapter we assume

$$
3 \leq k \leq\left\lfloor\frac{N}{2}\right\rfloor
$$

### 4.1 The poset of $\mathrm{SL}_{N}$-orbits in $\sigma_{2}(\operatorname{Gr}(k, N))$

The secant variety of lines to the Grassmannian $\operatorname{Gr}(k, N)$ is invariant under $\mathrm{SL}_{N^{-}}{ }^{-}$action, and its subsets $\sigma_{2}^{\circ}(\operatorname{Gr}(k, N))$ and $\tau(\operatorname{Gr}(k, N))$ too. We refer to the orbits in $\sigma_{2}(\operatorname{Gr}(k, N))$ as secant orbits and to the ones in $\tau(\operatorname{Gr}(k, N))$ as tangent orbits: we already stress out that there could be points being both secant and tangent (see Remark 4.1.9). The spirit is at first determining
such orbits separately, and then analyzing how they interacts. We fix the notation for any $l \in[k]$

$$
\mathbb{E}_{l}:=\mathbf{e}_{[k-l]} \wedge e_{[k+l] \backslash[k]}=e_{1} \wedge \ldots \wedge e_{k-l} \wedge e_{k+1} \wedge \ldots \wedge e_{k+l}
$$

In particular, $\mathbb{e}_{k}=e_{k+1} \wedge \ldots \wedge e_{2 k}$. Moreover, for any $l \in[k]$ we fix the notation for the intersection

$$
E_{k-l}:=\left\langle e_{1}, \ldots, e_{k-l}\right\rangle_{\mathbb{C}}=H_{\mathbf{e}_{[k]}} \cap H_{\mathbb{e}_{l}} .
$$

We are going to use a more linear-algebraic description of the Hamming distance between two points in $\operatorname{Gr}(k, N)$ (cf. Sec. 2.3).

Lemma 4.1.1. Let $[p],[q] \in \operatorname{Gr}(k, N)$ and let $H_{p}, H_{q} \subset \mathbb{C}^{N}$ be their corresponding $k$-dimensional subspaces. Then $[p],[q]$ are joined by a line in the Grassmannian if and only if the corresponding subspaces $H_{p}, H_{q}$ meet along a common hyperplane. In particular,

$$
d([p],[q])=k-\operatorname{dim}\left(H_{p} \cap H_{q}\right) .
$$

Proof. The trivial case $[p]=[q]$ (i.e. $\left.H_{p}=H_{q}\right)$ implies $d([p],[q])=0=k-\operatorname{dim}\left(H_{p} \cap H_{q}\right)$. If $d([p],[q])=1$, then $\langle[p],[q]\rangle \subset \operatorname{Gr}(k, N)$ and $[p+q] \in \operatorname{Gr}(k, N)$, which is equivalent to $\operatorname{dim}\left(H_{p} \cap H_{q}\right)=k-1$.
For the general case, assume $d([p],[q])=\ell \geq 2$ and let $\operatorname{dim}\left(H_{p} \cap H_{q}\right)=s$. First, we prove that $\ell \leq k-s$. We may assume $p=x_{1} \wedge \ldots x_{s} \wedge \ldots \wedge x_{k}$ and $q=x_{1} \wedge \ldots \wedge x_{s} \wedge y_{s+1} \wedge \ldots \wedge y_{k}$. Consider the points $\left[p_{1}\right], \ldots,\left[p_{k-s-1}\right] \in \operatorname{Gr}(k, N)$ corresponding to the $k$-dimensional subspaces

$$
H_{p_{j}}=\left\langle x_{1}, \ldots, x_{s}, \ldots, x_{k-j}, y_{k-j+1}, \ldots, y_{k}\right\rangle \quad, \forall j=1: k-s-1 .
$$

Since $\operatorname{dim}\left(H_{p_{j}} \cap H_{p_{j+1}}\right)=k-1$ for any $j=0: k-s$ (where $p_{0}=p$ and $p_{k-s}=q$ ), it follows that $d\left(\left[p_{j}\right],\left[p_{j+1}\right]\right)=1$ for any $j=0: k-s$, that is $d([p],[q])=\ell \leq k-s$.

On the other hand, from Definition 2.3.1 there exists $\left[c_{1}\right], \ldots,\left[c_{\ell-1}\right] \in \operatorname{Gr}(k, N)$ such that $\left\langle\left[c_{i}\right],\left[c_{i+1}\right]\right\rangle \subset \operatorname{Gr}(k, N)$ for any $i=0: \ell-1$, where $c_{0}=p$ and $c_{\ell}=q$. Clearly it holds $d\left([p],\left[c_{\ell-1}\right]\right)=\ell-1$, hence by induction one has $\ell-1=d\left([p],\left[c_{\ell-1}\right]\right)=k-\operatorname{dim}\left(H_{p} \cap H_{c_{\ell-1}}\right)$, that is $\operatorname{dim}\left(H_{p} \cap H_{c \ell-1}\right)=k-\ell+1$. Now consider the intersection $H_{p} \cap H_{c \ell-1} \cap H_{q}$ : using Grassmann Formula its dimension is

$$
\begin{aligned}
& \operatorname{dim}\left(H_{p} \cap H_{c_{\ell-1}} \cap H_{q}\right)= \\
& =\operatorname{dim}\left(H_{p} \cap H_{c_{\ell-1}}\right)+\operatorname{dim}\left(H_{c_{\ell-1}} \cap H_{q}\right)-\operatorname{dim}\left(\left(H_{p} \cap H_{c_{\ell-1}}\right)+\left(H_{c_{\ell-1}} \cap H_{q}\right)\right) \\
& =2 k-\ell-\operatorname{dim}\left(\left(H_{p} \cap H_{c_{\ell-1}}\right)+\left(H_{c_{\ell-1}} \cap H_{q}\right)\right) .
\end{aligned}
$$

Since the latter dimension can be either $k-1$ or $k$, one has

$$
k-\ell \leq \operatorname{dim}\left(H_{p} \cap H_{c_{\ell-1}} \cap H_{q}\right) \leq k-\ell+1 .
$$

If it was $\operatorname{dim}\left(H_{p} \cap H_{c_{\ell-1}} \cap H_{q}\right)=k-\ell+1$, from the inequality $\ell \leq k-s$ one would get

$$
k-\ell+1=\operatorname{dim}\left(H_{p} \cap H_{c_{\ell-1}} \cap H_{q}\right) \leq \operatorname{dim}\left(H_{p} \cap H_{q}\right)=s \leq k-\ell
$$

leading to contradiction. It follows that $\operatorname{dim}\left(H_{p} \cap H_{p_{\ell-1}} \cap H_{q}\right)=k-\ell$ must hold and, from a similar chain of inequalities as above, we conclude that $\ell=k-s$, that is the thesis.

Corollary. The Grassmannian $\operatorname{Gr}(k, N)$ has diameter diam $\operatorname{Gr}(k, N)=k$.
Notice that for any $l \in[k]$ it holds $d\left(\left[\mathbf{e}_{[k]}\right],\left[\mathbb{e}_{l}\right]\right)=l$ as the intersection $H_{\mathbf{e}_{[k]}} \cap H_{\mathbb{e}_{l}}=E_{k-l}$ has dimension $k-l$.

### 4.1.1 The secant branch

We show that the secant $\mathrm{SL}_{N}$-orbits in $\sigma_{2}(\operatorname{Gr}(k, N))$ are as many as the diameter of $\operatorname{Gr}(k, N)$, and the points $\left[\mathbf{e}_{[k]}+\mathbb{E}_{l}\right]$ are their representatives. For any $l \in[k]$, we denote

$$
\begin{equation*}
\Sigma_{l}^{k, N}:=\left\{[p+q] \in \sigma_{2}(\operatorname{Gr}(k, N)) \mid d([p],[q])=l\right\} \tag{4.1.1}
\end{equation*}
$$

Notice that $\Sigma_{1}^{k, N}=\operatorname{Gr}(k, N)$. Since the $\mathrm{SL}_{N}$-action preserves the Hamming distance between points in $\operatorname{Gr}(k, N)$ (cf. Remark 2.3.2), the action of $\mathrm{SL}_{N}$ preserves $\Sigma_{l}^{k, N}$.

Proposition 4.1.2. For any $l \in[k]$, the set $\Sigma_{l}^{k, N}$ is an $\mathrm{SL}_{N}$-orbit. More precisely,:

$$
\Sigma_{l}^{k, N}=\mathrm{SL}_{N} \cdot\left[\mathbf{e}_{[k]}+\mathbb{e}_{l}\right] .
$$

In particular, the $\mathrm{SL}_{N}$-orbit partition of the dense subset $\sigma_{2}^{\circ}(\operatorname{Gr}(k, N))$ is

$$
\sigma_{2}^{\circ}(\operatorname{Gr}(k, N))=\operatorname{Gr}(k, N) \sqcup \bigsqcup_{l=2}^{k} \Sigma_{l}^{k, N}
$$

Proof. Clearly, the orbit $\mathrm{SL}_{N} \cdot\left[\mathbf{e}_{[k]}+\mathbb{e}_{l}\right]$ is contained in $\Sigma_{l}^{k, N}$ but actually equality holds: given $[p+q] \in \Sigma_{l}^{k, N}$, we can write it as

$$
p+q=v_{1} \wedge \cdots \wedge v_{k-l} \wedge\left(v_{k-l+1} \wedge \cdots \wedge v_{k}+v_{k+1} \wedge \cdots \wedge v_{k+l}\right)
$$

and one can always find a $g \in S L_{N}$ such that $g\left(v_{i}\right)=e_{i}$ for any $i \in[k+l]$, that is $g \cdot[p+q]=$ $\left[\mathbf{e}_{[N]}+\mathbb{E}_{l}\right]$.

Remark 4.1.3. The orbit $\Sigma_{k}^{k, N}$ is dense: indeed, another representative is given by $\left[\mathbf{e}_{[k]}+\right.$ $\left.\mathbf{e}_{[N] \backslash[N-k]}\right]=\left[v_{\omega_{k}}+\ell_{\omega_{k}}\right]$. Moreover, the closures $\overline{\Sigma_{l}^{k, N}}$ are already known in the literature as restricted chordal varieties [FH91, Hard exercise 15.44].

In the following we reinterpret the vector subspaces corresponding to Grassmannian points as kernels and we associate certain vector subspaces to secant points too: we underline that the latter is not a 1:1 correspondence, in the sense that to any vector subspace could correspond more secant points.
For any point $q \in \bigwedge^{k} \mathbb{C}^{N}$, we consider the multiplication map

$$
\begin{align*}
\psi_{q}: \mathbb{C}^{N} & \longrightarrow \bigwedge^{k+1} \mathbb{C}^{N}  \tag{4.1.2}\\
x & \mapsto
\end{align*} x \wedge q
$$

and we associate to the point $q$ the subspace

$$
H_{q}:=\operatorname{ker}\left(\psi_{q}\right) .
$$

For instance, for $[q]=\left[v_{1} \wedge \ldots \wedge v_{k}\right] \in \operatorname{Gr}(k, N)$ one recovers the corresponding subspace $\operatorname{ker}\left(\psi_{p}\right)=H_{p}$. Notice that at the moment we know the dimension and a basis of $H_{q}$ only for $[q] \in \operatorname{Gr}(k, N)$.
Lemma 4.1.4. Let $[p+q] \in \Sigma_{k}^{k, N}$ be a generic secant point. Then $H_{p+q}=\{0\}$.
Proof. By homogeneity of the dense orbit $\Sigma_{k}^{k, N}$, we may assume $p+q=\mathbf{e}_{[k]}+\mathbb{E}_{k}$. Notice that $\{0\}=H_{p} \cap H_{q} \subset H_{p+q}=\operatorname{ker}\left(\psi_{p+q}\right)$. Let $y \in H_{p+q} \subset \mathbb{C}^{N}$ with $y=\sum_{i=1}^{N} \beta_{i} e_{i}$ : then

$$
\begin{aligned}
0 & =y \wedge\left(\mathbf{e}_{[k]}+\mathbb{e}_{k}\right) \\
& =\sum_{i=k+1}^{N}(-1)^{k} \beta_{i} \mathbf{e}_{[k]} \wedge e_{i}+\sum_{i=1}^{k} \beta_{i} e_{i} \wedge \mathbb{e}_{k}+\sum_{i=2 k+1}^{N}(-1)^{k} \beta_{i} \mathbb{e}_{k} \wedge e_{i} .
\end{aligned}
$$

From the linear independence of the summands above in $\bigwedge^{k+1} \mathbb{C}^{N}$, it follows $\beta_{i}=0$ for any $i \in[N]$, that is $y=0$ and the thesis follows.
Proposition 4.1.5. Let $2 \leq l \leq k$ and let $[p+q] \in \Sigma_{l}^{k, N}$. Then

$$
H_{p+q}=H_{p} \cap H_{q} .
$$

Proof. By Lemma 4.1.4 we know that the thesis holds for $l=k$. Fix $2 \leq l \leq k-1$ and a point $[p+q] \in \Sigma_{l}^{k, N}$. Let $p=v_{1} \wedge \ldots \wedge v_{k}$ and $q=v_{1} \wedge \ldots \wedge v_{k-l} \wedge w_{k-l+1} \wedge \ldots \wedge w_{k}$, so that $H_{p} \cap H_{q}=\left\langle v_{1}, \ldots, v_{k-l}\right\rangle_{\mathrm{C}}$.
Consider the multiplication map $\psi_{p+q}$ as in (4.1.2): then it clearly holds $H_{p} \cap H_{q} \subset H_{p+q}:=$ $\operatorname{ker}\left(\psi_{p+q}\right)$. Take $y \in H_{p+q}$ being linearly independent from $v_{1}, \ldots, v_{k-l}:$ in particular, if we complete $\left\{v_{1}, \ldots, v_{k-l}\right\}$ to a basis of $\mathbb{C}^{N}$, we may assume that $y$ does not depend on $v_{1}, \ldots, v_{k-l}$. Then we get

$$
\begin{aligned}
0 & =y \wedge(p+q)=y \wedge v_{1} \wedge \ldots \wedge v_{k-l} \wedge\left(v_{k-l+1} \wedge \ldots \wedge v_{k}+w_{k-l+1} \wedge \ldots \wedge w_{k}\right) \\
& =(-1)^{k-l} v_{1} \wedge \ldots \wedge v_{k-l} \wedge(y \wedge \underbrace{v_{k-l+1} \wedge \ldots \wedge v_{k}}_{=: a}+y \wedge \underbrace{w_{k-l+1} \wedge \ldots \wedge w_{k}}_{=: b}) .
\end{aligned}
$$

Since $y \wedge(a+b)$ is linearly independent on $v_{1}, \ldots, v_{k-l}$, it follows that $y \wedge(a+b)=0$. Notice that, if we denote $V^{\prime}:=\mathbb{C}^{N} / H_{p} \cap H_{q} \simeq \mathbb{C}^{N-k+l}$, we have $[a],[b] \in \operatorname{Gr}\left(l, V^{\prime}\right)$ with $d([a],[b])=l$, thus $[a+b]$ lies in the dense orbit $\Sigma_{l}^{l, V^{\prime}}$. Moreover, $y \in \operatorname{ker}\left(\psi_{a+b}: V^{\prime} \rightarrow \bigwedge^{l+1} V^{\prime}\right)=: H_{a+b}$ and by Lemma 4.1.4 it holds $H_{a+b}=\{0\}$. It follows that $y=0$, thus $H_{p+q}=H_{p} \cap H_{q}$.

### 4.1.2 The tangent branch

Now we focus on orbits in the tangential variety $\tau(\operatorname{Gr}(k, N))$. By homogeneity of the Grassmannian, it is enough to study only one tangent space. Indeed, it holds

$$
g \cdot T_{x} \operatorname{Gr}(k, N)=T_{g \cdot x} \operatorname{Gr}(k, N) \quad, \forall g \in \mathrm{SL}_{N}, \forall x \in \operatorname{Gr}(k, N),
$$

hence the $\mathrm{SL}_{N}$-orbits in $\tau(\operatorname{Gr}(k, N))$ are in bijection with the orbits in $T_{\left[\mathbf{e}_{[k]}\right]} \operatorname{Gr}(k, N)$ under the action of the parabolic subgroup $P_{k}=\operatorname{stab}\left(\mathbf{e}_{[k]}\right)$.

It is known that the (affine) tangent space at $\left[\mathbf{e}_{[k]}\right]$ is

$$
\begin{align*}
T_{\left[\mathbf{e}_{k}\right]} \operatorname{Gr}(k, N) & =\sum_{j=1}^{k} e_{1} \wedge \ldots \wedge \underbrace{\mathbb{C}^{N}}_{j^{t h}} \wedge \ldots \wedge e_{k}  \tag{4.1.3}\\
& =\left\langle\mathbf{e}_{[k]}, e_{1} \wedge \ldots \wedge \widehat{e_{j}} \wedge \ldots \wedge e_{k} \wedge e_{r} \mid j \in[k], r \in[N] \backslash[k]\right\rangle
\end{align*}
$$

where $\widehat{e_{i}}$ denotes that the vector $e_{i}$ has been removed.
Remark 4.1.6. For a given $[p]=\left[v_{1} \wedge \ldots \wedge v_{k}\right] \in \operatorname{Gr}(k, N)$ one has the following isomorphism [Har13, Example 16.1] which is compatible with the action of $\operatorname{stab}_{\mathrm{SL}_{N}}(p)$ :

$$
T_{[p]} \operatorname{Gr}(k, N)=\bigwedge^{k-1} H_{p} \wedge V \simeq \operatorname{Hom}\left(H_{p}, \mathbb{C}^{N} / H_{p}\right) .
$$

Remark 4.1.7. One can describe the tangent space to the Grassmannian at some point $[p] \in$ $\operatorname{Gr}(k, N)$ using the notion of Hamming distance. If $p=v_{1} \wedge \cdots \wedge v_{k}$, then from (4.1.3) one gets that

$$
T_{[p]} \operatorname{Gr}(k, N)=\langle\{[q] \in \operatorname{Gr}(k, N) \mid d([p],[q]) \leq 1\}\rangle,
$$

that is the tangent space at a point is generated by lines passing through that point.
Consider the $k$ elements in $T_{\left[\mathbf{e}_{[k]}\right]} \operatorname{Gr}(k, N)$

$$
\begin{equation*}
\theta_{l}:=\sum_{j=1}^{l} e_{1} \wedge \cdots \wedge e_{j-1} \wedge e_{k+j} \wedge e_{j+1} \wedge \cdots \wedge e_{k} \quad, \quad \forall l \in[k] \tag{4.1.4}
\end{equation*}
$$

From Remark 4.1.6, any element of $T_{\left[\mathbf{e}_{[k]}\right]} \operatorname{Gr}(k, N)$ corresponds to an $(N-k) \times k$ matrix in $\mathbb{C}^{N-k} \otimes \mathbb{C}^{k}$ : in particular, any $\theta_{l}$ corresponds to an $(N-k) \times k$ matrix of rank $l$. The only invariant in $\mathbb{C}^{N-k} \otimes \mathbb{C}^{k}$ is the rank and, since the isomorphism is compatible with the group action, so is for $T_{\left[\mathbf{e}_{[k]}\right]} \operatorname{Gr}(k, N)$. In particular, all points in $T_{\left[\mathbf{e}_{[k]}\right]} \operatorname{Gr}(k, N)$ of rank $l$ are conjugated to $\theta_{l}$. Finally, by homogeneity of $\operatorname{Gr}(k, N)$, the action of $\mathrm{SL}_{N}$ conjugates all tangent spaces, and for any $l \in[k]$ the unions of all the rank-l orbits (as the tangent space varies) gives an $\mathrm{SL}_{N}$-orbit in the tangential variety, namely

$$
\begin{equation*}
\Theta_{l}^{k, N}:=\{t \in \tau(\operatorname{Gr}(k, N)) \mid \operatorname{Rk}(t)=l\} \tag{4.1.5}
\end{equation*}
$$

From the arguments above we conclude the following result.
Proposition 4.1.8. For any $l \in[k]$, the set $\Theta_{l}^{k, N}$ coincides with the $\mathrm{SL}_{N}$-orbit

$$
\Theta_{l}^{k, N}=\mathrm{SL}_{N} \cdot\left[\theta_{l}\right] .
$$

In particular, the $\mathrm{SL}_{N}$-orbit partition of the tangential variety is

$$
\tau(\operatorname{Gr}(k, N))=\bigsqcup_{l=1}^{k} \Theta_{l}^{k, N}
$$

Remark 4.1.9. From (4.1.4) we have $\left[\theta_{1}\right]=\left[e_{2} \wedge \ldots \wedge e_{k} \wedge e_{k+1}\right] \in \operatorname{Gr}(k, N)$, thus

$$
\Theta_{1}^{k, N}=\operatorname{Gr}(k, N)=\Sigma_{1}^{k, N}
$$

Morover, $\theta_{2}=e_{2} \wedge \ldots \wedge e_{k} \wedge e_{k+1}+e_{1} \wedge e_{3} \wedge \ldots \wedge e_{k} \wedge e_{k+2}$ is sum of two points in $\operatorname{Gr}(k, N)$ having Hamming distance 2, thus $\left[\theta_{2}\right] \in \Sigma_{2}^{k, N}$ and we get

$$
\Sigma_{2}^{k, N}=\Theta_{2}^{k, N}
$$

Finally, the orbit $\Theta_{k}^{k, N}$ is given by points corresponding to $(N-k) \times k$ matrices of maximum rank, which are a dense subset in $\mathbb{C}^{N-k} \otimes \mathbb{C}^{k}$. Thus the orbit $\Theta_{k}^{k, N}$ is dense in $\tau(\operatorname{Gr}(k, N))$.

### 4.1.3 Inclusions among closures of $\mathrm{SL}_{N}$-orbits

From the previous subsections we get the $\mathrm{SL}_{N}$-orbit partition

$$
\sigma_{2}(\operatorname{Gr}(k, N))=\operatorname{Gr}(k, N) \sqcup\left(\bigsqcup_{l=2}^{k} \Sigma_{l}^{k, N}\right) \cup\left(\bigsqcup_{l=3}^{k} \Theta_{l}^{k, N}\right)
$$

In the following we determine the closures of the orbits and we prove that the above "weak union" actually is a "disjoin union".

## Proposition 4.1.10.

1. For any $l \in[k-1]$ it holds $\Sigma_{l}^{k, N} \subset \overline{\Sigma_{l+1}^{k, N}}$.
2. For any $l \in[k-1]$ it holds $\Theta_{l}^{k, N} \subset \overline{\Theta_{l+1}^{k, N}}$.
3. For any $l=3: k$ it holds $\Theta_{l}^{k, N} \subset \overline{\Sigma_{l}^{k, N}}$.

Proof. 1. Fix $l \in[k-1]$. By homogeneity, it is enough to show that a representative of the distance $-l$ orbit lies in the closure of the distance $-(l+1)$ orbit. The representative $\left[\mathbf{e}_{[k]}+\mathbb{e}_{l}\right] \in \Sigma_{l}^{k, N}$ is limit for $\epsilon \rightarrow \infty$ of the sequence

$$
\mathbf{e}_{[k]}+\mathbf{e}_{[k-l-1]} \wedge\left(e_{k-l}+\frac{1}{\epsilon} e_{k+l+1}\right) \wedge e_{k+1} \wedge \ldots \wedge e_{k+l} \in \Sigma_{l+1}^{k, N}
$$

2. The tangent points in $\Theta_{l}^{k, N}$ correspond to $(N-k) \times k$ matrices of rank $l$, while points $\Theta_{l+1}^{k, N}$ to $(N-k) \times k$ matrices of rank $l+1$. The thesis follows from the fact that the former matrices lie in the closure of the latter ones.
3. Given $\left[\mathbf{e}_{[k]}+\mathbb{e}_{l}\right]$ and $\left[\theta_{l}\right]$ the representatives of the orbits $\Sigma_{l}^{k, N}$ and $\Theta_{l}^{k, N}$, respectively, it is enough to find elements $g_{\epsilon} \in \mathrm{GL}_{N}$ such that $\lim _{\epsilon \rightarrow 0}\left(g_{\epsilon} \cdot\left(\mathbf{e}_{[k]}+\mathbb{e}_{l}\right)\right)=\theta_{l}$. For any $\epsilon>0$ consider the element $g_{\epsilon} \in G L_{N}$ acting as

$$
e_{i} \longmapsto e_{i}+\varepsilon \cdot e_{k+i}, \quad e_{k+j} \longmapsto e_{k+j-l}+\varepsilon^{2} \cdot e_{k+j}, \quad e_{k+l} \longmapsto-e_{k}+\varepsilon^{2} \cdot e_{k+l}
$$

for any $i \in[l]$ and $j \in[l-1]$, and as the identity on the other basis vectors: since the images of the basis vectors are all linearly independent, the linear map $g_{\epsilon}$ actually belongs to $G L_{N}$. From a straightforward count one gets $g_{\epsilon} \cdot\left(\mathbf{e}_{[k]}+\mathbb{E}_{l}\right)=\epsilon \cdot \theta_{l}+\epsilon^{2} \cdot \bar{t}$ for a suitable $\bar{t} \in \bigwedge^{k} \mathbb{C}^{N}$, hence $\left.\lim _{\epsilon \rightarrow 0}\left(\epsilon^{-1} g_{\epsilon} \cdot\left(\mathbf{e}_{[k]}+\mathbb{E}_{l}\right)\right)\right)=\theta_{l}$, that is the thesis.

We complete Remark 4.1.9 by showing that for any $l=3: k$ it holds $\Theta_{l}^{k, N} \neq \Sigma_{l}^{k, N}$. For the dense case $l=k$ the equality does not hold since for $k \geq 3$ the secant variety is always non-defective and $\tau(\operatorname{Gr}(k, N)) \subsetneq \sigma_{2}(\operatorname{Gr}(k, N))$ [Zak93, Theorem 1.4].

Proposition 4.1.11. For any $l=3: k-1$ it holds $\Sigma_{l}^{k, N} \neq \Theta_{l}^{k, N}$.
Proof. By contradiction, we assume that there exists $3 \leq l \leq k-1$ such that $\Sigma_{l}^{k, N}=\Theta_{l}^{k, N}$. Then from the inclusions in Proposition 4.1.10 we easily get that $\Sigma_{i}^{k, N}=\Theta_{i}^{k, N}$ for any $2 \leq i \leq l$ : in particular, $\Sigma_{3}^{k, N}=\Theta_{3}^{k, N}$. Thus it is enough to assume by contradiction that $\Sigma_{3}^{k, N}=\Theta_{3}^{k, N}$. Since we don't want the dense orbit, we consider $k \geq 4$. Consider the representative of $\Theta_{3}^{k, N}$

$$
\begin{aligned}
\theta_{3} & =e_{2} \wedge \ldots \wedge e_{k} \wedge e_{k+1}+e_{1} \wedge e_{3} \wedge \ldots \wedge e_{k} \wedge e_{k+2}+e_{1} \wedge e_{2} \wedge e_{4} \ldots \wedge e_{k} \wedge e_{k+3} \\
& =e_{4} \wedge \ldots \wedge e_{k} \wedge(\underbrace{e_{2} \wedge e_{3} \wedge e_{k+1}+e_{1} \wedge e_{3} \wedge e_{k+2}+e_{1} \wedge e_{2} \wedge e_{k+3}}_{=: \eta}) .
\end{aligned}
$$

From the multiplication map $\psi_{\theta_{3}}$ as in (4.1.2) we get the subspace $H_{\theta_{3}}=\operatorname{ker}\left(\psi_{\theta_{3}}\right)=\left\langle e_{4}, \ldots, e_{k}\right\rangle_{\mathbb{C}}$ having dimension $\operatorname{dim} H_{\theta_{3}}=k-3$. Define $W:=\left\langle e_{1}, e_{2}, e_{3}, e_{k+1}, \ldots, e_{N}\right\rangle_{\mathbb{C}}$.

Since $\left[\theta_{3}\right] \in \Theta_{3}^{k, N}=\Sigma_{3}^{k, N}$, there exist $[p],[q] \in \operatorname{Gr}(k, N)$ such that $\left[\theta_{3}\right]=[p+q]$ and $d([p],[q])=3$. Then, by definition as kernels, one gets $\left\langle e_{4}, \ldots, e_{k}\right\rangle_{\mathbb{C}}=H_{\theta_{3}}=H_{p+q}=H_{p} \cap H_{q}$, where the last equality follows from Proposition 4.1.5. This implies that we can write $p+q=$ $e_{4} \wedge \ldots \wedge e_{k} \wedge(a+b)$ for a certain $[a+b] \in \Sigma_{3}^{3, W}$. Given the multiplication map

$$
\begin{array}{rlcc}
\mu: \wedge^{3} W & \longrightarrow & \bigwedge^{k} \mathbb{C}^{N} \\
t & \mapsto & e_{4} \wedge \ldots \wedge e_{k} \wedge t
\end{array}
$$

it holds $\mu(\eta)=\theta_{3}=p+q=\mu(a+b)$, and by injectivity of $\mu$ we get $\eta=a+b$. But $[\eta]$ is exactly the representative of the orbit $\Theta_{3}^{3, W}$, while $[a+b]$ is in the orbit $\Sigma_{3}^{3, W}$ : in particular, it follows that $\tau(\operatorname{Gr}(3, W))=\sigma_{2}(\operatorname{Gr}(3, W))$ which is a contradiction.

Theorem 4.1.12. For any $3 \leq k \leq\left\lfloor\frac{N}{2}\right\rfloor$, the poset of $\mathrm{SL}_{N}$-orbits in the secant variety of lines $\sigma_{2}(\operatorname{Gr}(k, N))$ is described by the graph in Figure 4.1, where the arrows denote the inclusion of an orbit into the closure of the other orbit. In particular, the orbits $\Theta_{k}^{k, N}$ and $\Sigma_{k}^{k, N}$ are the dense orbits of the tangential and secant variety respectively.


Figure 4.1: Poset graph of $\mathrm{SL}_{N}$-orbits in $\sigma_{2}(\operatorname{Gr}(k, N))$.

### 4.2 Identifiability in $\sigma_{2}(\operatorname{Gr}(k, N))$

In this section we prove that the secant orbit $\Sigma_{2}^{k, N}$ is unidentifiable while the secant orbits $\Sigma_{l}^{k, N}$ for $l=3: k$ are identifiable. We refer to [BV18, Theorem 1.1] for the most updated results about generic identifiability for skew-symmetric tensors when $N \leq 14$. We refer to Sec. 2.1 for the notions of identifiability and decomposition locus.

Unidentifiability of $\Sigma_{2}^{k, N}$. The unidentifiability of the distance-2 orbit $\Sigma_{2}^{k, N}$ is a consequence of the fact that the Grassmannian $\operatorname{Gr}(2,4)$ is just a quadric in $\mathbb{P}^{5}$. This is clear if one considers the representative

$$
\left[\mathbf{e}_{[k]}+\mathbb{e}_{2}\right]=\left[\mathbf{e}_{[k-2]} \wedge\left(e_{k-1} \wedge e_{k}+e_{k+1} \wedge e_{k+2}\right)\right] \in \Sigma_{2}^{k, N}
$$

and notices that the sum in the round brackets actually is a sum of two points lying on a quadric in $\mathbb{P}\left(\bigwedge^{2}\left\langle e_{k-1}, e_{k}, e_{k+1}, e_{k+2}\right\rangle_{\mathbb{C}}\right)$, which is unidentifiable: for instance, another decomposition is

$$
e_{k-1} \wedge e_{k}+e_{k+1} \wedge e_{k+2}=e_{k-1} \wedge\left(e_{k}+e_{k+1}\right)+e_{k+1} \wedge\left(e_{k+2}+e_{k-1}\right)
$$

Thus the point $\left[\mathbf{e}_{[k]}+\mathbb{E}_{2}\right]$ is unidentifiable too, hence the orbit $\Sigma_{2}^{k, N}$ is so. Moreover, given $W:=\left\langle e_{k-1}, \ldots, e_{N}\right\rangle_{\mathbb{C}}$, the dimension of the decomposition locus of [ $e_{k-1} \wedge e_{k}+e_{k+1} \wedge e_{k+2}$ ] in $\Sigma_{2}^{2, W} \subset \sigma_{2}^{\circ}(\operatorname{Gr}(2, W))$ is equal to the defect of $\sigma_{2}(\operatorname{Gr}(2, W))$ which is 4 , as recalled at the beginning of this chapter.

Corollary 4.2.1. The distance-2 orbit $\Sigma_{2}^{k, N}$ is unidentifiable. Moreover, the decomposition locus of any point in $\Sigma_{2}^{k, N}$ has dimension 4.

Identifiability of $\Sigma_{l}^{k, N}$ for $l \geq 3$. First we prove that the dense $\Sigma_{k}^{k, N}$ is identifiable for $k \geq 3$, and then we conclude the identifiability of any orbit $\Sigma_{l}^{k, N}$ for $l \geq 3$.
Lemma 4.2.2. For any $3 \leq k \leq\left\lfloor\frac{N}{2}\right\rfloor$, the dense orbit $\Sigma_{k}^{k, N}$ is identifiable.
Proof. Consider the multiplication map $\bigwedge^{k} V \otimes \bigwedge^{2} V \longrightarrow \bigwedge^{k+2} V$ defined on decomposable elements as $x \otimes y \mapsto x \wedge y$ and extended by linearity. Given a secant point $[p+q] \in \Sigma_{k}^{k, N}$, the induced multiplication map $(p+q) \wedge \bullet: \bigwedge^{2} V \longrightarrow \bigwedge^{k+2} V$ has kernel

$$
\operatorname{ker}((p+q) \wedge \bullet)=\left\{\sum_{i} v_{i} \wedge w_{i} \mid \sum_{i} p \wedge v_{i} \wedge w_{i}=-\sum_{i} q \wedge v_{i} \wedge w_{i}\right\}=H_{p} \wedge H_{q}
$$

where the last equality follows from the fact that $d([p],[q])=k$, that is $H_{p} \cap H_{q}=0$. Then, given the point $[p+q]$, the subspaces $H_{p}$ and $H_{q}$ (hence $[p]$ and $[q]$ ) can be recovered in a unique way as follows. First, one recovers $H_{p} \oplus H_{q}$ as kernel of $V \wedge \operatorname{ker}((p+q) \wedge \bullet) \rightarrow \wedge^{3} V$.

Let $\left[p^{\prime}+q^{\prime}\right]=[p+q]$ be another decomposition: since $H_{p^{\prime}} \cap H_{q^{\prime}} \subset H_{p^{\prime}+q^{\prime}}=H_{p+q}=$ $H_{p} \cap H_{q}=\{0\}$, it holds $d\left(\left[p^{\prime}\right],\left[q^{\prime}\right]\right)=k$. Clearly, as kernel of a multiplication map with respect to $[p+q]=\left[p^{\prime}+q^{\prime}\right]$, it holds

$$
H_{p} \wedge H_{q}=H_{p^{\prime}} \wedge H_{q^{\prime}} \quad, \quad H_{p} \oplus H_{q}=H_{p^{\prime}} \oplus H_{q^{\prime}}
$$

In particular, for any $v \in H_{p}$ it holds either $v \in H_{p^{\prime}}$ or $v \in H_{q^{\prime}}$ (similar for $w \in H_{q}$ ): indeed, if $v=v_{p^{\prime}}+v_{q^{\prime}}$ and $w=w_{p^{\prime}}+w_{q^{\prime}}$ in $H_{p^{\prime}} \oplus H_{q^{\prime}}$ for some $v_{p^{\prime}}, v_{q^{\prime}}, w_{p^{\prime}}, w_{q^{\prime}} \neq 0$, then $0=$ $(v \wedge w) \wedge(p+w)=\left(v_{p^{\prime}} \wedge w_{p^{\prime}}+v_{p^{\prime}} \wedge w_{q^{\prime}}+v_{q^{\prime}} \wedge w_{p^{\prime}}+v_{q^{\prime}} \wedge w_{q^{\prime}}\right) \wedge\left(p^{\prime}+q^{\prime}\right)=v_{p^{\prime}} \wedge w_{p^{\prime}} \wedge q^{\prime}+v_{q^{\prime}} \wedge w_{q^{\prime}} \wedge p^{\prime}$, leading to a contradiction since $\operatorname{dim} H_{p^{\prime}}=\operatorname{dim} H_{q^{\prime}}=k \geq 3$ (together with $H_{p^{\prime}} \cap H_{q^{\prime}}=\{0\}$ ) implies $\left\langle H_{p^{\prime}}, v_{q^{\prime}}, w_{q^{\prime}}\right\rangle \neq\left\langle H_{q^{\prime}}, v_{p^{\prime}}, w_{p^{\prime}}\right\rangle$.

Now, assume by contradiction that $\left\{H_{p}, H_{q}\right\} \neq\left\{H_{p^{\prime}}, H_{q^{\prime}}\right\}$, that is there exist $v_{1}, v_{2} \in H_{p}$ such that $v_{1} \in H_{p^{\prime}}$ and $v_{2} \in H_{q^{\prime}}$, and similarly $w_{1}, w_{2} \in H_{q}$ such that $w_{1} \in H_{p^{\prime}}$ and $w_{2} \in H_{q^{\prime}}$. Then one gets

$$
\begin{aligned}
0 & =\left(v_{1} \wedge w_{1}+v_{2} \wedge w_{2}\right) \wedge(p+q)=\left(v_{1} \wedge w_{1}+v_{2} \wedge w_{2}\right) \wedge\left(p^{\prime}+q^{\prime}\right) \\
& =v_{1} \wedge w_{1} \wedge p^{\prime}+v_{2} \wedge w_{2} \wedge q^{\prime} \neq 0
\end{aligned}
$$

hence a contradiction. We conclude that $\left\{H_{p}, H_{q}\right\}=\left\{H_{p^{\prime}}, H_{q^{\prime}}\right\}$, hence $\{[p],[q]\}=\left\{\left[p^{\prime}\right],\left[q^{\prime}\right]\right\}$.

Theorem 4.2.3. For any $3 \leq k \leq\left\lfloor\frac{N}{2}\right\rfloor$ and any $3 \leq l \leq k$, the secant orbit $\Sigma_{l}^{k, N}$ is identifiable. Proof. From Lemma 4.2.2 we already know that the dense orbit $\Sigma_{k}^{k, N}$ is identifiable, thus we fix $3 \leq l \leq k-1$. By homogeneity, it is enough to prove the thesis for the representative

$$
\left[\mathbf{e}_{[k]}+\mathbb{e}_{l}\right]=\left[\mathbf{e}_{[k-l]} \wedge\left(e_{k-l+1} \wedge \ldots \wedge e_{k}+e_{k+1} \wedge \ldots \wedge e_{k+l}\right)\right] \in \Sigma_{l}^{k, N}
$$

Let $[p],[q] \in \operatorname{Gr}(k, N)$ be such that $[p+q]=\left[\mathbf{e}_{[k]}+\mathbb{e}_{l}\right]$ : in particular, $H_{p} \cap H_{q}=H_{p+q}=$ $H_{\mathbf{e}_{[k]}+\mathbb{e}_{l}}=E_{k-l}$. Given $W:=\left\langle e_{k-l+1}, \ldots, e_{N}\right\rangle_{\mathbb{C}} \simeq \mathbb{C}^{N-k+l}$, we can write

$$
p=\mathbf{e}_{[k-l]} \wedge \underbrace{v_{k-l+1} \wedge \ldots \wedge v_{k}}_{=: a} \quad, \quad q=\mathbf{e}_{[k-l]} \wedge \underbrace{w_{k-l+1} \wedge \ldots \wedge w_{k}}_{=: b},
$$

and it holds $H_{a} \cap H_{b}=\{0\}$, that is $[a+b] \in \Sigma_{l}^{l, W}$. Now, the multiplication map

$$
\begin{aligned}
\mu: \bigwedge^{l} W & \longrightarrow \bigwedge^{k} \mathbb{C}^{N} \\
t & \mapsto
\end{aligned} \mathbf{e}_{[k-l]} \wedge t
$$

restricts to the map $\Sigma_{l}^{l, W} \rightarrow \Sigma_{l}^{k, N}$. Since

$$
\mu(a+b)=p+q=\mathbf{e}_{[k]}+\mathbb{e}_{l}=\mu\left(e_{k-l+1} \wedge \ldots \wedge e_{k}+e_{k+1} \wedge \ldots \wedge e_{k+l}\right)
$$

by injectivity we get $a+b=e_{k-l+1} \wedge \ldots \wedge e_{k}+e_{k+1} \wedge \ldots \wedge e_{k+l} \in \Sigma_{l}^{l, W}$. But from Lemma 4.2.2 the orbit $\Sigma_{l}^{l, W} \subset \sigma_{2}(\operatorname{Gr}(l, W))$ is identifiable (as dense orbit), thus $\{a, b\}=\left\{e_{k-l+1} \wedge \ldots \wedge\right.$ $\left.e_{k}, e_{k+1} \wedge \ldots \wedge e_{k+l}\right\}$ and $\{p, q\}=\left\{\mathbf{e}_{[k]}, \mathbb{e}_{l}\right\}$, that is $\left[\mathbf{e}_{[k]}+\mathbb{E}_{l}\right]$ is identifiable.

### 4.3 Tangential-identifiability in $\tau(\operatorname{Gr}(k, N))$

In this section we focus on the tangent orbits $\Theta_{l}^{k, N} \subset \tau(\operatorname{Gr}(k, N))$. We point out that each tangent orbit $\Theta_{l}^{k, N}$ for $l \geq 2$ is unidentifiable: indeed, any representative $\left[\theta_{l}\right] \in \Theta_{l}^{k, N}$ in (4.1.4) admits the equivalent decomposition

$$
\left(e_{1} \wedge\left(e_{k+2}+e_{k+1}\right)+e_{k+1} \wedge\left(e_{1}+e_{2}\right)\right) \wedge e_{3} \wedge \ldots \wedge e_{k}+\sum_{j=3}^{l} e_{1} \wedge \cdots \wedge e_{j-1} \wedge e_{k+j} \wedge e_{j+1} \wedge \cdots \wedge e_{k}
$$

REmARK 4.3.1. The distance-2 orbit $\Sigma_{2}^{k, N}=\Theta_{2}^{k, N}$ is not tangential-identifiable: indeed, the representative $\left[\theta_{2}\right]=\left[e_{k+1} \wedge e_{2} \wedge \ldots \wedge e_{k}+e_{1} \wedge e_{k+2} \wedge e_{3} \wedge \ldots \wedge e_{k}\right]$ lies on both the tangent spaces

$$
\left[\theta_{2}\right] \in T_{\left[\mathbf{e}_{[k]}\right]} \operatorname{Gr}(k, N) \cap T_{\left[\mathbf{e}_{[k+2] \backslash[2]}\right]} \operatorname{Gr}(k, N) .
$$

However, for any equivalent decomposition of $\left[\theta_{2}\right]$ one can exhibit two tangent spaces on which that decomposition lies. Thus we conclude that the tangential-locus of $\left[\theta_{2}\right]$ has the same dimension of the decomposition locus of $\left[\theta_{2}\right]$, which by Corollary 4.2.1 is 4 .

Theorem 4.3.2. For any $3 \leq k \leq\left\lfloor\frac{N}{2}\right\rfloor$ and any $3 \leq l \leq k$, the tangent orbit $\Theta_{l}^{k, N}$ is tangentialidentifiable.

Proof. Fix $l \geq 3$. By homogeneity, it is enough to prove the thesis for the representative $\left[\theta_{l}\right]=\left[\sum_{j=1}^{l} \theta_{l, j}\right] \in \Theta_{l}^{k, N}$ where

$$
\theta_{l, j}:=e_{1} \wedge \cdots \wedge e_{j-1} \wedge e_{k+j} \wedge e_{j+1} \wedge \cdots \wedge e_{k}
$$

are the summands appearing in (4.1.4). We already know that $\left[\theta_{l}\right] \in T_{\left.\left[\mathbf{e}_{[ } k\right]\right]} \operatorname{Gr}(k, N)$. We want to prove that, if $[q] \in \operatorname{Gr}(k, N)$ is such that $\left[\theta_{l}\right] \in T_{[q]} \operatorname{Gr}(k, N)$, then $[q]=\left[\mathbf{e}_{[k]}\right]$.

Assume $\left[\theta_{l}\right] \in T_{[q]} \operatorname{Gr}(k, N)$ for some $[q] \in \operatorname{Gr}(k, N)$, hence $\left[\theta_{l}\right] \in T_{\mathbf{e}_{[k]}} \operatorname{Gr}(k, N) \cap T_{[q]} \operatorname{Gr}(k, N)$.

Notice that

$$
\begin{align*}
T_{\left[\mathbf{e}_{[k]}\right]} \operatorname{Gr}(k, N) \cap T_{[q]} \operatorname{Gr}(k, N) & =\left(\bigwedge^{k-1} H_{\mathbf{e}_{[k]}} \wedge V\right) \cap\left(\bigwedge^{k-1} H_{q} \wedge V\right) \\
& =\bigwedge^{k-1}\left(H_{\mathbf{e}_{[k]}} \cap H_{q}\right) \wedge V+\bigwedge^{k-2}\left(H_{\mathbf{e}_{[k]}} \cap H_{q}\right) \wedge H_{\mathbf{e}_{[k]}} \wedge H_{q} \tag{4.3.1}
\end{align*}
$$

If $\operatorname{dim}\left(H_{\mathbf{e}_{[k]}} \cap H_{q}\right) \leq k-2$ (i.e. $\left.d\left(\mathbf{e}_{[k]},[q]\right) \geq 3\right)$, then $T_{\left[\mathbf{e}_{[k]}\right]} \operatorname{Gr}(k, N) \cap T_{[q]} \operatorname{Gr}(k, N)=\{0\}$, leading to a contradiction. If $k-2 \leq \operatorname{dim}\left(H_{\mathbf{e}_{[k]}} \cap H_{q}\right) \leq k-1$ (i.e. $\left.1 \leq d\left(\left[\mathbf{e}_{[k]}\right],[q]\right) \leq 2\right)$, as each summand $\theta_{l, j}$ for $j \in[l]$ is a simple element in the space (4.3.1), it follows that in each $\theta_{l, j}$ there are at least $k-2$ wedge-entries lying in $H_{\mathbf{e}_{[k]}} \cap H_{q}$, that is

$$
H_{\mathbf{e}_{[k]}} \cap H_{q} \subset\left\langle e_{1}, \ldots, \hat{e_{j}}, e_{k+j}, \ldots e_{k}\right\rangle_{\mathbb{C}} \quad, \forall j \in[l] .
$$

Since $l \geq 3$, one deduces $H_{q}=H_{\mathbf{e}_{[k]}}$, which is in contradiction with the condition $1 \leq$ $d\left(\left[\mathbf{e}_{[k]}\right],[q]\right) \leq 2$. We conclude that $\operatorname{dim}\left(H_{\mathbf{e}_{[k]}} \cap H_{q}\right)=k$ must hold, that is $[q]=\left[\mathbf{e}_{[k]}\right]$ and the point $\left[\theta_{l}\right]$ is tangential-identifiable.

### 4.4 Dimensions of $\mathrm{SL}_{N}$ - orbits in $\sigma_{2}(\operatorname{Gr}(k, N))$

This section is devoted to the computation of the dimensions of the $\mathrm{SL}_{N}{ }^{-}$orbits in the secant variety $\sigma_{2}(\operatorname{Gr}(k, N))$. Since $k \geq 3$, the secant variety is non-defective and the tangential variety has codimension 1 , thus the corresponding dense orbits have dimensions

$$
\begin{gathered}
\operatorname{dim} \Sigma_{k}^{k, N}=\operatorname{dim} \sigma_{2}(\operatorname{Gr}(k, N))=2 k(N-k)+1 \\
\operatorname{dim} \Theta_{k}^{k, N}=\operatorname{dim} \tau(\operatorname{Gr}(k, N))=2 k(N-k) .
\end{gathered}
$$

First, we determine the dimensions of the secant orbits: unlike the case of the tangent orbits, the computation for secant orbits does not require information about identifiability.
Proposition 4.4.1. For $l=2: k-1$, the distance-l secant orbit $\Sigma_{l}^{k, N}$ has dimension

$$
\operatorname{dim} \Sigma_{l}^{k, N}= \begin{cases}k(N-k)+2(N-2)-3 & \text { for } l=2 \\ k(N-k)+l(N-l)+1 & \text { for } l \geq 3\end{cases}
$$

Proof. Fix $l=2: k-1$. Consider the fibration

$$
\xi: \begin{array}{ccc}
\Sigma_{l}^{k, N} & \longrightarrow & \operatorname{Gr}(k-l, N) \\
& {[p+q]} & \mapsto
\end{array} H_{p} \cap H_{q}
$$

which is well-defined by Proposition 4.1.5. Define $W:=\left\langle e_{k-l+1}, \ldots, e_{N}\right\rangle_{\mathbb{C}} \simeq \mathbb{C}^{N-k+l}$. Then, following the same arguments in the proof of Proposition 4.1.11, one gets the fibre

$$
\begin{aligned}
\xi^{-1}\left(E_{k-l}\right) & =\left\{[p+q] \in \Sigma_{l}^{k, N} \mid H_{p} \cap H_{q}=E_{k-l}\right\} \\
& =\left\{\left[\mathbf{e}_{[k-l]} \wedge(a+b)\right] \mid[a],[b] \in \operatorname{Gr}(l, W), d([a],[b])=l\right\} \\
& \simeq \Sigma_{l}^{l, W}
\end{aligned}
$$

where the last isomorphism is given by restriction of the multiplication map

$$
\mathbf{e}_{[k-l]} \wedge \bullet: \bigwedge^{l} W \longrightarrow \bigwedge^{k} \mathbb{C}^{N}
$$

In particular, $\Sigma_{l}^{l, W}$ is the dense orbit in the secant variety $\sigma_{2}(\operatorname{Gr}(l, W))$, thus

$$
\operatorname{dim} \xi^{-1}\left(E_{k-l}\right)= \begin{cases}2 \operatorname{dim} \operatorname{Gr}(2, W)-3=4(N-k)-3 & \text { for } l=2 \\ 2 \operatorname{dim} \operatorname{Gr}(l, W)+1=2 l(N-k)+1 & \text { for } l \geq 3\end{cases}
$$

From the fibre dimension theorem we conclude that

$$
\operatorname{dim} \Sigma_{l}^{k, N}=\operatorname{dim} \operatorname{Gr}(k-l, N)+\operatorname{dim} \xi^{-1}\left(E_{k-l}\right)= \begin{cases}k(N-k)+2(N-2)-3 & \text { for } l=2 \\ k(N-k)+l(N-l)+1 & \text { for } l \geq 3\end{cases}
$$

Next we determine the dimensions of tangent orbits by using the results from Sec. 4.3. From the equality $\Sigma_{2}^{k, N}=\Theta_{2}^{k, N}$ we only consider $l \geq 3$.

Proposition 4.4.2. For any $3 \leq k \leq\left\lfloor\frac{N}{2}\right\rfloor$ and any $3 \leq l \leq k$, the distance- $l$ tangent orbit $\Theta_{l}^{k, N}$ has dimension

$$
\operatorname{dim} \Theta_{l}^{k, N}=k(N-k)+l(N-l)
$$

In particular, for any $l \geq 3$ the closure $\overline{\Theta_{l}^{k, N}}$ has codimension 1 in the closure $\overline{\Sigma_{l}^{k, N}}$.
Proof. By definition (4.1.5), the orbit $\Theta_{l}^{k, N}$ exactly corresponds to the set of all rank- $l$ matrices in $T_{[p]} \operatorname{Gr}(k, N) \simeq H_{p} \otimes\left(\mathbb{C}^{N} / H_{p}\right) \simeq \mathbb{C}^{k} \otimes \mathbb{C}^{N-k}$ as $[p] \in \operatorname{Gr}(k, N)$ varies. We recall that the subset of rank-l matrices $\left[\mathbb{C}^{k} \otimes \mathbb{C}^{N-k}\right]_{l}$ has dimension $l(N-k+k-l)=l(N-l)$.
Finally, since $l \geq 3$, the tangential-identifiability (cf. Proposition 4.3.2) implies that any tangent point lies on a unique tangent space to the Grassmannian, hence $\Theta_{l}^{k, N}=\operatorname{Gr}(k, N) \times\left[\mathbb{C}^{k} \otimes\right.$ $\left.\mathbb{C}^{N-k}\right]_{l}$. It follows that

$$
\operatorname{dim} \Theta_{l}^{k, N}=\operatorname{dim} \operatorname{Gr}(k, N)+\operatorname{dim}\left[\mathbb{C}^{k} \otimes \mathbb{C}^{N-k}\right]_{l}=k(N-k)+l(N-l)
$$

### 4.5 The 2-nd Terracini locus of $\operatorname{Gr}(k, N)$

In the following we determine the Terracini locus, introduced in [BC21; BBS20]. Its importance relies in the fact that it gives information on the singularities of points lying on bisecant lines.

Definition 4.5.1. The $r$-th Terracini locus of a variety $X$ is

$$
\operatorname{Terr}_{r}(X):=\overline{\left\{\left\{p_{1}, \ldots, p_{r}\right\} \in \operatorname{Hilb}_{r}(X) \mid \operatorname{dim}\left\langle T_{p_{1}} X, \ldots, T_{p_{r}} X\right\rangle<\operatorname{dim} \sigma_{r}(X)\right\}}
$$

where $\operatorname{Hilb}_{r}(X)$ is the Hilbert scheme of 0-dimensional subschemes of $X$ of length $r$ (see Sec. 7.3 for details).

From Sec. 2.1 we also recall the definition of the abstract secant variety

$$
A b \sigma_{2}(X):=\left\{(\mathcal{Z}, p) \in \operatorname{Hilb}_{2}(X) \times \mathbb{P}^{m} \mid p \in\langle\mathcal{Z}\rangle\right\}
$$

together with the two natural projections $\pi_{1}: A b \sigma_{2}(X) \rightarrow \operatorname{Hilb}_{2}(X)$ and $\pi_{2}: A b \sigma_{2}(X) \rightarrow$ $\sigma_{2}(X) \subset \mathbb{P}^{m}$.

Theorem 4.5.2. For any $3 \leq k \leq\left\lfloor\frac{N}{2}\right\rfloor$, the second Terracini locus $\operatorname{Terr}_{2}(\operatorname{Gr}(k, N))$ of the Grassmannian $\operatorname{Gr}(k, N)$ corresponds to the distance- 2 orbit closure $\overline{\Sigma_{2}^{k, N}}$. More precisely, in the above notation, it holds

$$
\operatorname{Terr}_{2}(\operatorname{Gr}(k, N))=\left(\pi_{1} \circ \pi_{2}^{-1}\right)\left(\overline{\Sigma_{2}^{k, N}}\right)
$$

Proof. Consider a point $[p+q] \in \sigma_{2}(\operatorname{Gr}(k, N))$ for certain $[p],[q] \in \operatorname{Gr}(k, N)$. We show that $\operatorname{dim}\left\langle T_{[p]} \operatorname{Gr}(k, N), T_{[q]} \operatorname{Gr}(k, N)\right\rangle$ drops only for $[p+q] \in \overline{\Sigma_{2}^{k, N}}=\operatorname{Gr}(k, N) \sqcup \Sigma_{2}^{k, N}$. As in (4.3.1), it holds

$$
T_{[p]} \operatorname{Gr}(k, N) \cap T_{[q]} \operatorname{Gr}(k, N)=\bigwedge^{k-1}\left(H_{p} \cap H_{q}\right) \wedge V+\bigwedge^{k-2}\left(H_{p} \cap H_{q}\right) \wedge H_{p} \wedge H_{q}
$$

In particular, for $d([p],[q]) \geq 3$ one gets $T_{[p]} \operatorname{Gr}(k, N) \cap T_{[q]} \operatorname{Gr}(k, N)=\{0\}$, hence the dimension of the span does not drop. On ther other hand, for $d([p],[q]) \leq 2$ the above intersection has positive dimension and the dimension of the span drops.

### 4.6 The singular locus of $\sigma_{2}(\operatorname{Gr}(k, N))$

We are now ready to determine the singular locus of the secant variety $\sigma_{2}(\operatorname{Gr}(k, N))$, proving that it exactly coincides with the distance- 2 orbit closure $\overline{\Sigma_{2}^{k, N}}$. From the previous sections, we recall that we assume $3 \leq k \leq\left\lfloor\frac{N}{2}\right\rfloor$.

Remark. From Remark 4.0.1, we recall that the Grassmannian $\operatorname{Gr}(3,6)$ has been studied in [LM07] as one of the Legendrian varieties, and it has been proven that the tangential variety $\tau(\operatorname{Gr}(3,6))$ has singular locus coinciding with $\overline{\Sigma_{2}^{3,6}}$ (corresponding to $\sigma_{+}$in [LM07]).

In the respect of the above remark, from now on we consider $k \geq 3$ and $N \geq 7$ : for any $N \geq 7$, the secant variety $\sigma_{2}(\operatorname{Gr}(k, N))$ does not fill up the ambient space $\mathbb{P}\binom{N}{k}-1$.
In the following we deduce the singularity of the distance- 2 orbit $\Sigma_{2}^{k, N}$ in the secant variety from its tangential-unidentifiability. First, we recall two general lemmas which are well-known to experts. The first result is a weaker version of classical Terracini's Lemma (cf. [Rus16, Theorem 1.3.1]).

Lemma 4.6.1. Let $X \subset \mathbb{P}^{M}$ be an irreducible smooth projective variety. Given any $p, q \in X$ and $p+q \in \sigma_{2}^{\circ}(X)$, the following inclusion holds

$$
\left\langle T_{p} X, T_{q} X\right\rangle \subset T_{p+q} \sigma_{2}(X)
$$

Proof. By symmetry, it is enough to prove the inclusion $T_{p} X \subset T_{p+q} \sigma_{2}(X)$. For any curve $\gamma(t) \subset X$ such that $\gamma(0)=p$ and $\gamma^{\prime}(0)=v \in T_{p} X$, the curve $\delta(t):=q+\gamma(t) \subset \sigma_{2}(X)$ is such that $\delta(0)=q+\gamma(0)=p+q$ and $\delta^{\prime}(0)=\gamma^{\prime}(0)=v$, that is $v \in T_{p+q} \sigma_{2}(X)$.

Lemma 4.6.2. Let $X \subset \mathbb{P}^{M}$ be an irreducible smooth projective variety. For any $q \in \tau(X)$ and any $p \in X$ such that $q \in T_{p} X$, it holds

$$
T_{p} X \subset T_{q} \sigma_{2}(X)
$$

Proof. Let $q \in \sigma_{2}(X)$ and $p \in X$ such that $q \in T_{p} X$. Given a tangent vector $v \in T_{p} X$, the line $\gamma(t):=q+t \cdot v$ lies in the tangent space $T_{p} X \subset \sigma_{2}(X)$, where the latter inclusion holds by definition of secant variety. Since $\gamma(0)=q$ and $\gamma^{\prime}(0)=v$, we conclude that $v \in T_{q} \sigma_{2}(X)$.

Lemma 4.6.3. For any $3 \leq k \leq\left\lfloor\frac{N}{2}\right\rfloor$, the distance-2 orbit is singular in the secant variety, i.e.

$$
\Sigma_{2}^{k, N} \subset \operatorname{Sing}\left(\sigma_{2}(\operatorname{Gr}(k, N))\right)
$$

Proof. By homogeneity, it is enough to prove the singularity of the representative

$$
\mathbf{e}_{[k]}+\mathbb{e}_{2}=e_{1} \wedge \cdots \wedge e_{k-2} \wedge\left(e_{k-1} \wedge e_{k}+e_{k+1} \wedge e_{k+2}\right)
$$

From Lemma 4.6.1 we know that $\left\langle T_{\mathbf{e}_{[k]}} \operatorname{Gr}(k, N), T_{\mathbb{e}_{2}} \operatorname{Gr}(k, N)\right\rangle \subset T_{\mathbf{e}_{[k]}+\mathbb{e}_{2}} \sigma_{2}(\operatorname{Gr}(k, N))$. On the other hand, from Remark 4.3.1 we deduce that the tangential-locus of $\mathbf{e}_{[k]}+\mathbb{e}_{2}$ contains the points

$$
\begin{array}{ll}
p_{1}=e_{1} \wedge \cdots \wedge e_{k-2} \wedge e_{k-1} \wedge e_{k+1}, & p_{2}=e_{1} \wedge \cdots \wedge e_{k-2} \wedge e_{k-1} \wedge e_{k+2} \\
p_{3}=e_{1} \wedge \cdots \wedge e_{k-2} \wedge e_{k} \wedge e_{k+1}, & p_{4}=e_{1} \wedge \cdots \wedge e_{k-2} \wedge e_{k} \wedge e_{k+2}
\end{array}
$$

that is $\mathbf{e}_{[k]}+\mathbb{e}_{2} \in T_{p_{i}} \operatorname{Gr}(k, N)$ for any $i \in[4]$, hence from Lemma 4.6.2 we get the inclusions $T_{p_{i}} \operatorname{Gr}(k, N) \subset T_{\mathbf{e}_{[k]}+\mathbb{e}_{2}} \sigma_{2}(\operatorname{Gr}(k, N))$ for any $i \in[4]$. In particular, since $T_{\mathbf{e}_{[k]}+\mathbb{e}_{2}} \sigma_{2}(\operatorname{Gr}(k, N))$ is a linear space, it must contain the sum

$$
\begin{gather*}
T_{\mathbf{e}_{[k]}} \operatorname{Gr}(k, N)+T_{\mathbb{Q}_{2}} \operatorname{Gr}(k, N)+T_{p_{1}} \operatorname{Gr}(k, N)+T_{p_{2}} \operatorname{Gr}(k, N)= \\
=\left(\bigwedge^{k-1} H_{\mathbf{e}_{[k]}} \wedge V\right)+\left(\bigwedge^{k-1} H_{\mathbb{e}_{2}} \wedge V\right)+\left(\bigwedge \bigwedge^{k-1} H_{p_{1}} \wedge V\right)+\left(\bigwedge \bigwedge^{k-1} H_{p_{2}} \wedge V\right) . \tag{4.6.1}
\end{gather*}
$$

Given $E_{k-2}:=\left\langle e_{1}, \ldots, e_{k-2}\right\rangle_{\mathbb{C}}$, for any $p \in\left\{\mathbf{e}_{[k]}, \mathbb{e}_{\mathscr{L}}, p_{1}, p_{2}\right\}$ one has $E_{k-2} \subset H_{p}$ and
$\bigwedge^{k-1} H_{p} \wedge V=\bigwedge^{k-2} E_{k-2} \wedge \frac{H_{p}}{E_{k-2}} \wedge \frac{V}{H_{p}} \oplus \bigwedge^{k-2} E_{k-2} \wedge \bigwedge^{2} \frac{H_{p}}{E_{k-2}} \oplus \bigwedge^{k-3} E_{k-2} \wedge \bigwedge^{2} \frac{H_{p}}{E_{k-2}} \wedge \frac{V}{H_{p}}$,
and an easy computation of the generators (and their repetitions among the four tangent spaces) shows that the sum in (4.6.1) has dimension $(N-k)(4 k-4)-4 k+6$. If we prove that

$$
(N-k)(4 k-4)-4 k+6 \not 22(N-k) k+2=\operatorname{dim} \sigma_{2}(\operatorname{Gr}(k, N))+1
$$

we are done. Notice that the above strict inequality is equivalent to $(N-k)(2 k-4)-4(k-1) \ngtr 0$. Moreover, since $N \geq 2 k$, it holds $(N-k)(2 k-4)-4(k-1) \geq 2 k^{2}-8 k+4$.

Now, for $k \geq 4 \geq 2+\sqrt{2}$ one gets $2 k^{2}-8 k+4 \geq 0$, while for $k=3$ and $N \geq 8$ one has $(N-k)(2 k-4)-4(k-1)=2(N-3)-8 \geq 0$. Finally, for $k=3$ and $N=7$, Lemma 4.6.2 implies that the tangent space $T_{\mathbf{e}_{[k]}+\mathbb{e}_{2}} \sigma_{2}(\operatorname{Gr}(3,7))$ must contain the sum

$$
T_{\mathbf{e}_{[k]}} \operatorname{Gr}(3,7)+T_{\mathbb{e}_{2}} \operatorname{Gr}(3,7)+T_{p_{1}} \operatorname{Gr}(3,7)+T_{p_{2}} \operatorname{Gr}(3,7)+T_{p_{3}} \operatorname{Gr}(3,7)+T_{p_{4}} \operatorname{Gr}(3,7)
$$

which, by similar computations as above, has dimension $30 \gtrless 26=\operatorname{dim} \sigma_{2}(\operatorname{Gr}(3,7))+1$. In each one of the above cases we conclude that $\mathbf{e}_{[k]}+\mathbb{e}_{2}$ is singular in $\sigma_{2}(\operatorname{Gr}(k, N))$, hence the orbit $\Sigma_{2}^{k, N}$ is so.

We are left with proving the smoothness of all the secant and tangent orbits of distance greater or equal than 3 .
REMARK 4.6.4. In order to prove the inclusion $\operatorname{Sing}\left(\sigma_{2}(\operatorname{Gr}(k, N))\right) \subset \overline{\Sigma_{2}^{k, N}}$, it is enough to prove the smoothness for the distance- 3 tangent orbit $\Theta_{3}^{k, N}$, as it is contained in the closure of all the orbits (both secant and tangent) of distance greater or equal than 3 .

REmARK 4.6.5. We point out that one can deduce the smoothness of the secant orbits $\Sigma_{l}^{k, N}$ for $l \geq 3$ also from the information about both the second Terracini locus (Theorem 4.5.2) and identifiability (Theorem 4.2.3). In order to see this, it's more convenient to consider the alternative definition of abstract secant variety (cf. Remark 2.1.4)

$$
A b \sigma_{2}(\operatorname{Gr}(k, N)):=\overline{\left\{([a],[b],[q]) \in \operatorname{Gr}(k, N)_{/ \mathfrak{S}_{2}}^{2} \times \mathbb{P}\left(\bigwedge^{k} \mathbb{C}^{N}\right) \mid[q] \in\langle[a],[b]\rangle\right\}} .
$$

Indeed, in light of the identifiability of the orbit $\Sigma_{l}^{k, N}$, the projection from such abstract secant variety onto the second factor restricts to a bijection $\pi^{\prime}: \pi_{2}^{-1}\left(\Sigma_{l}^{k, N}\right) \rightarrow \Sigma_{l}^{k, N}$. Moreover, the differential of this restriction at a point $([p],[q],[p+q]) \in \pi_{2}^{-1}\left(\Sigma_{l}^{k, N}\right)$ is injective: since $\operatorname{Terr}_{2}(\operatorname{Gr}(k, N))$ corresponds to $\overline{\Sigma_{2}^{k, N}}$, the tangent spaces at $[p]$ and $[q]$ do not intersect and the differential maps $T_{[p]} \operatorname{Gr}(k, N) \times T_{[q]} \operatorname{Gr}(k, N)$ to $T_{[p]} \operatorname{Gr}(k, N) \oplus T_{[q]} \operatorname{Gr}(k, N)$, hence it is injective. It follows that the projection $\pi_{2}$ is locally an isomorphism onto $\Sigma_{l}^{k, N}$, implying the smoothness of the latter orbit.

In the following we prove the smoothness in $\sigma_{2}(\operatorname{Gr}(k, N))$ of the tangent point
$q_{3}:=e_{2} \wedge \ldots e_{k} \wedge e_{k+1}-e_{1} \wedge e_{3} \wedge \ldots \wedge e_{k} \wedge e_{k+2}+e_{1} \wedge e_{2} \wedge e_{4} \wedge \ldots \wedge e_{k} \wedge e_{k+3} \in T_{\mathbf{e}_{[k]}} \operatorname{Gr}(k, N)$ lying in the orbit $\Theta_{3}^{k, N}$ (it differs from the representative $\theta_{3}$ by a sign). Consider the dual space $\left(\mathbb{C}^{N}\right)^{\vee}$ with coordinates $\left(x_{1}, \ldots, x_{N}\right)$ such that $x_{i}\left(e_{j}\right)=\delta_{i j}$. We denote by $\mathcal{I}(q) \subset \Lambda^{\bullet}\left(\mathbb{C}^{N}\right)^{\vee}$ the ideal of a point $q \in \sigma_{2}(\operatorname{Gr}(k, N))$, by $\left(\mathcal{I}(q)^{2}\right)_{k}$ the $k$-th graded component of its squared ideal and by

$$
\left(\mathcal{I}(q)^{2}\right)_{k}^{\perp}:=\left\{v \in \bigwedge^{k} \mathbb{C}^{N} \mid \alpha(v)=0 \forall \alpha \in \mathcal{I}(q)^{2}\right\}
$$

the subspace of $\bigwedge^{k} \mathbb{C}^{N}$ orthogonal to $\mathcal{I}(q)^{2}$.

Lemma 4.6.6. For any $q \in \sigma_{2}(\operatorname{Gr}(k, N))$, it holds

$$
T_{q} \sigma_{2}(\operatorname{Gr}(k, N)) \subset\left(\mathcal{I}(q)^{2}\right)_{k}^{\perp}
$$

Proof. Consider $v \in T_{q} \sigma_{2}(\operatorname{Gr}(k, N))$ being the direction of a curve $\gamma(t) \subset \sigma_{2}(\operatorname{Gr}(k, N))$ passing through $\gamma(0)=q$. As any $\alpha \in\left(\mathcal{I}(q)^{2}\right)_{k}$ is continuous and linear, being a derivation, one has

$$
\alpha(v)=\left.\alpha\left(\lim _{t \rightarrow 0} \frac{\gamma(t)-q}{t}\right) \stackrel{\text { cont } t}{=} \lim _{t \rightarrow 0} \frac{\alpha(\gamma(t)-q)}{t} \stackrel{\text { lin }}{=} \frac{d}{d t} \alpha(\gamma(t))\right|_{t=0}=\left.\frac{d \alpha}{d \gamma(t)}\right|_{\gamma(0)=q} ^{\left.\frac{d \gamma(t)}{d t}\right|_{=v}} .
$$

Since $\alpha \in\left(I(q)^{2}\right)_{k}$, we can write $\alpha=\sum_{j} f_{j} \wedge g_{j}$ for some $f_{j}, g_{j} \in \mathcal{I}(q)$. Hence

$$
\alpha(v)=\sum_{j}\left[\frac{d f_{j}}{d \gamma(t)} \wedge g_{j}+f_{j} \wedge \frac{d g_{j}}{d \gamma(t)}\right]_{\left.\right|_{\gamma(0)=q}} \cdot v=\sum_{j}[f_{j}^{\prime} \wedge \underbrace{g_{j}(q)}_{=0}-g_{j}^{\prime} \wedge \underbrace{f_{j}(q)}_{=0}] \cdot v=0 .
$$

The next step is to compute the dimension of $\left(\mathcal{I}\left(q_{3}\right)^{2}\right)_{k}^{\perp}$. As it is clear that the multiplication we consider is the wedge product, in the following we lighten up the notation by omitting the wedges: for instance, $x_{i} x_{j}$ means $x_{i} \wedge x_{j}$. The ideal of $q_{3}$ is generated by

$$
\begin{aligned}
\mathcal{I}\left(q_{3}\right)= & (\underbrace{x_{k+4}, \ldots, x_{N}}_{(1)}, \underbrace{x_{1} x_{k+1}, x_{2} x_{k+2}, x_{3}, x_{k+3}}_{(2)}, \\
& \underbrace{x_{k+1} x_{k+2}, x_{k+1} x_{k+3}, x_{k+2} x_{k+3}}_{(3)}, \\
& \underbrace{x_{2} x_{k+1}+x_{1} x_{k+2}, x_{3} x_{k+1}+x_{1} x_{k+3}, x_{2} x_{k+3}+x_{3} x_{k+2}}_{(4)}) \subset \dot{\bigwedge}\left(\mathbb{C}^{N}\right)^{\vee},
\end{aligned}
$$

and a direct computation shows that the generators of the squared ideal $\mathcal{I}\left(q_{3}\right)^{2}$ are
$(1)^{2} \quad x_{i} x_{j} \forall i, j \in\{k+4, \ldots, N\}$
(1)(2) $\quad x_{i} x_{j} x_{k+j} \forall i \in\{k+4, \ldots, N\}, \forall j \in\{1,2,3\}$
(1)(3) $\quad x_{i} x_{k+j} x_{k+s} \forall i \in\{k+4, \ldots, N\}, \forall j, s \in\{1,2,3\}$
$(2)^{2} \quad x_{j} x_{s} x_{k+j} x_{k+s} \forall j, s \in\{1,2,3\}$
(2)(3) $\quad x_{j} x_{k+1} x_{k+2} x_{k+3} \forall j \in\{1,2,3\}$
(1)(4) $\quad x_{i}\left(x_{2} x_{k+1}+x_{1} x_{k+2}\right), x_{i}\left(x_{3} x_{k+1}+x_{1} x_{k+3}\right), x_{i}\left(x_{2} x_{k+3}+x_{3} x_{k+2}\right) \forall i \in\{k+4, \ldots, N\}$
(2)(4) $\quad x_{3} x_{k+3}\left(x_{2} x_{k+1}+x_{1} x_{k+2}\right), x_{2} x_{k+2}\left(x_{3} x_{k+1}+x_{1} x_{k+3}\right), x_{1} x_{k+1}\left(x_{2} x_{k+3}+x_{3} x_{k+2}\right)$.

Consider the sets of generators $A:=\left\{(1)^{2},(1)(2),(1)(3)\right\}$ and $B:=\left\{A,(2)^{2},(2)(3)\right\}$. In particular, it holds

$$
\left(\mathcal{I}\left(q_{3}\right)^{2}\right) \frac{\perp}{k}=(B)_{k}^{\perp} \cap((1)(4),(2)(4))_{k}^{\perp}
$$

First we compute the dimension of $(B) \frac{\perp}{k}$ and then we compute the linearly independent relations imposed by the generators (1)(4) and (2)(4). Given $[r]:=\{1, \ldots, r\}$ for any $r \in \mathbb{N}$ and given $s \leq r$, we denote by $\binom{[r]}{s}$ the set of all subsets of $[r]$ having $s$ distinct elements. In the following we distinguish the cases $k=3$ and $k \geq 4$ : the arguments are the same although the computations are slightly different as $\left(\mathcal{I}\left(q_{3}\right)^{2}\right)_{3}=(A,(1)(4))_{3}$.

Proposition 4.6.7. For any $N \geq 7$, the subspace $\left(\mathcal{I}\left(q_{3}\right)^{2}\right) \frac{\perp}{3}$ has dimension $6(N-3)+2$, i.e.

$$
\operatorname{dim}\left(\mathcal{I}\left(q_{3}\right)^{2}\right)_{3}^{\perp}=\operatorname{dim} \sigma_{2}(\operatorname{Gr}(3, N))+1
$$

Proof. Since $\left(\mathcal{I}\left(q_{3}\right)^{2}\right) \frac{\perp}{3}=(A,(1)(4))_{3}^{\perp}$, first we study $(A) \frac{\perp}{3}$ and then we cut it by the relations obtained from (1)(4).

Since $A$ is given by monomials, also $(A) \frac{\perp}{3}$ has to be spanned by monomials of the form $e_{i_{1}} \wedge e_{i_{2}} \wedge e_{i_{3}}$. Let $\mathbf{e}_{[3]}=e_{1} \wedge e_{2} \wedge e_{3}$ be the (unique by tangential-identifiability) point of tangency of $q_{3}$. Set $e_{i} \wedge e_{j} \wedge e_{\ell}$ a possible generator of $(B) \frac{\perp}{3}$, and $d:=d\left(\mathbf{e}_{[3]}, e_{i} \wedge e_{j} \wedge e_{\ell}\right)$.

- If $d=3$, then $\{i, j, \ell\} \subset\{4, \ldots, N\}$. Since $e_{i} \wedge e_{j} \wedge e_{\ell}$ has to vanish on $A$, the conditions from (1) ${ }^{2}$ impose that at least two indices lie in $\{4,5,6\}$. However, the conditions from (1)(3) imply that there cannot be an index lying in $\{7, \ldots, N\}$. Thus the only possibility is that $\{i, j, \ell\}=\{4,5,6\}$, leading to a unique generator of $(A) \frac{\perp}{3}$ having distance 3 from $\mathbf{e}_{[3]}$.
- If $d=2$, then we may assume $i \in\{1,2,3\}$ and $\{j, \ell\} \subset\{4, \ldots, N\}$. The relations from $(1)^{2}$ imply that $\{j, \ell\} \nsubseteq\{7, \ldots, N\}$. If $j \in\{4,5,6\}$ and $\ell \in\{7, \ldots, N\}$, the conditions (1)(2) impose that $j \neq 3+i$, thus one gets $3 \cdot 2 \cdot(N-6)$ generators. On the other hand, the case $\{j, \ell\} \subset\{4,5,6\}$ leads to other $3 \cdot 3$ generators.
- The case $d=1$ leads to $3(N-3)$ generators as from Remark 4.1.7 these elements span the tangent space at $\mathbf{e}_{[3]}$.
- The case $d=0$ trivially leads to the generator $\mathbf{e}_{[3]}$ itself.

As the above generators are all linearly independent, we get $\operatorname{dim}(A) \frac{\perp}{3}=9(N-3)-7$.
Next we impose on $(A) \frac{\perp}{3}$ the equations from (1)(4): since the $3(N-6)$ elements in (1)(4) impose linearly independent relations on $(A) \frac{\perp}{3}$ we get

$$
\operatorname{dim}\left(\mathcal{I}\left(q_{3}\right)^{2}\right)^{\perp}=\operatorname{dim}(B)_{3}^{\perp}-\operatorname{dim}\langle(1)(4)\rangle=9(N-3)-7-3(N-6)=6(N-3)+2 .
$$

Proposition 4.6.8. In the above notation, for $k \geq 4$ the dimension of $(B) \frac{\perp}{k}$ is

$$
\operatorname{dim}(B)_{k}^{\perp}=5+3(N-k-3)(k-1)+6(k-2)+k(N-k) .
$$

Proof. Since $(B)_{k} \subset \bigwedge^{k}\left(\mathbb{C}^{N}\right)^{\vee}$ is spanned by monomials of the form $x_{i_{1}} \wedge \ldots \wedge x_{i_{k}}$, then $(B)_{k}^{\perp}$ has to be spanned by monomials of the form $e_{j_{1}} \wedge \ldots \wedge e_{j_{k}}$. More precisely, if $(B)_{k}=$
$\left.\left\langle x_{i_{1}} \wedge \ldots \wedge x_{i_{k}}\right|\left(i_{1} \subsetneq \ldots \lesseqgtr i_{k}\right) \in I\right\}$ for a certain subset of ordered $k$-tuples $I \subset\binom{[N]}{k}$, then $\left.(B)_{k}^{\perp}=\left\langle e_{j_{1}} \wedge \ldots \wedge e_{j_{k}}\right|\left(j_{1} \leq \ldots \lesseqgtr j_{k}\right) \notin I\right\}$. We recall that $q_{3} \in T_{\mathbf{e}_{[k]}} \operatorname{Gr}(k, N) \times{ }_{3}^{k, N}$ where $\mathbf{e}_{[k]}=e_{1} \wedge \ldots \wedge e_{k}$, and that $\mathbf{e}_{[k]}$ is the only point of tangency for $q_{3}$, by tangential-identifiability. We analyze the possible generators $e_{i_{1}} \wedge \ldots \wedge e_{i_{k}}$ of $(B) \frac{\perp}{k}$ as the Hamming distance with respect to $\mathbf{e}_{[k]}$ varies. We set $d:=d\left(\mathbf{e}_{[k]}, e_{i_{1}} \wedge \ldots \wedge e_{i_{k}}\right)$.
((i) If $d \geq 4$, we may assume $i_{1}, \ldots, i_{k-d} \in[k]$ and $i_{k-d+1}, \ldots, i_{k} \in\{k+1, \ldots, N\}$. The conditions imposed by the generators $(1)^{2}$ imply that there cannot be two or more indices in $\left\{i_{k-d+1}, \ldots, i_{k}\right\} \cap\{k+4, \ldots, N\}$. Moreover, if it was $i_{k} \in\{k+4 \ldots, N\}$ and $i_{k-d+1}, \ldots, i_{k-1} \in\{k+1, k+2, k+3\}$, then it would be $d=4$ leading to contradiction with the conditions imposed by $(1)(3)$. Finally, it cannot be $i_{k-d+1}, \ldots, i_{k} \in\{k+1, k+2, k+3\}$ as it would imply $d=3$. Thus there are no generators in $(B) \frac{\perp}{k}$ having distance at least 4 from $\mathbf{e}_{[k]}$.
(ii) If $d=3$, we may assume $i_{1}, \ldots, i_{k-3} \in[k]$ and $i_{k-2}, i_{k-1}, i_{k} \in\{k+1, \ldots, N\}$. Again, it has to be $\left\{i_{k-2}, i_{k-1}, i_{k}\right\} \cap\{k+4, \ldots, N\}=\emptyset$ because of the conditions from $(1)^{2}$ and (1)(3). On the other hand, for $\left\{i_{k-2}, i_{k-1}, i_{k}\right\}=\{k+1, k+2, k+3\}$ the conditions from $(2)^{2}$ and $(2)(3)$ impose $\left\{i_{1}, \ldots, i_{k-3}\right\}=[k] \backslash[3]$. Thus there is only one generator in $(B)_{k}^{\perp}$ having distance 3 from $\mathbf{e}_{[k]}$, namely $e_{4} \wedge \ldots \wedge e_{k} \wedge e_{k+1} \wedge e_{k+2} \wedge e_{k+3}$.
(iii) If $d=2$, we may assume $i_{1}, \ldots, i_{k-2} \in[k]$ and $i_{k-1}, i_{k} \in\{k+1, \ldots, N\}$. Similarly to the above cases, the conditions from $(1)^{2}$ impose that $\left\{i_{k-1}, i_{k}\right\} \nsubseteq\{k+4, \ldots, N\}$. If $i_{k} \in\{k+4, \ldots, N\}$ and $i_{k-1} \in\{k+1, k+2, k+3\}$, then the conditions from (1)(2) imply $\left\{i_{1}, \ldots, i_{k-2}\right\} \subset[k] \backslash\left\{i_{k-1}-k\right\}$, leading to $(N-k-3) \cdot 3 \cdot(k-1)$ generators. Finally, if $\left\{i_{k-1}, i_{k}\right\} \subset\{k+1, k+2, k+3\}$, then $(2)^{2}$ implies that $\left\{i_{k-1}-k, i_{k}-k\right\} \nsubseteq\left\{i_{1}, \ldots, i_{k-2}\right\}$ : in particular, the case $\left\{i_{1}, \ldots, i_{k-2}\right\}=[k] \backslash\left\{i_{k-1}-k, i_{k}-k\right\}$ leads to $3 \cdot 1$ generators, while the case $\left|\left\{i_{k-1}-k, i_{k}-k\right\} \cap\left\{i_{1}, \ldots, i_{k-2}\right\}\right|=1$ leads to $2 \cdot 3 \cdot(k-2)$ generators.
(iv) All of the $k(N-k)$ monomials $e_{i_{1}} \wedge \ldots \wedge e_{i_{k}}$ of distance $d=1$ from $\mathbf{e}_{[k]}$ are generators, as by Remark 4.1.7 they span $T_{\mathbf{e}_{[k]}} \operatorname{Gr}(k, N)$.
$(v)$ For $d=0$ there trivially is the generator $\mathbf{e}_{[k]}$ itself.
Clearly, all of the above generators are linearly independent, hence the thesis follows.
Proposition 4.6.9. For $k \geq 4$, the subspace $\left(\mathcal{I}\left(q_{3}\right)^{2}\right)_{k}^{\perp}$ has dimension $2 k(N-k)+2$, that is

$$
\operatorname{dim}\left(\mathcal{I}\left(q_{3}\right)^{2}\right)_{k}^{\perp}=\operatorname{dim} \sigma_{2}(\operatorname{Gr}(k, N))+1
$$

Proof. In order to compute the dimension of $\left(\mathcal{I}\left(q_{3}\right)^{2}\right)_{k}^{\perp}=((1)(4),(2)(4))_{k}^{\perp} \cap(B)_{k}^{\perp}$, we cut $(B)_{k}^{\perp}$ by the relations in $((1)(4),(2)(4))_{k}$. Thus we determine the generators from $((1)(4),(2)(4))_{k}$ which are linearly independent from $(B)_{k}^{\perp}$. Notice that any generator in (2)(4) multiplied by $x_{i}$ for $i=k+4, \ldots, N$ lies in the ideal generated by (1)(4).

Let us start from the relations in $((2)(4))_{k}$. By symmetry, we may consider the element
$x_{1} x_{k+1}\left(x_{2} x_{k+3}+x_{3} x_{k+2}\right) \in(2)(4)$. The generators in degree $k$ coming from the above element are obtained by multiplying it with monomials $x_{i_{1}} \wedge \ldots \wedge x_{i_{k-4}} \in \bigwedge^{k-4}\left(\mathbb{C}^{N}\right)^{\vee}$. Clearly, $\left\{i_{1}, \ldots, i_{k-4}\right\}$ cannot contain $1, k+1$, otherwise the multiplication goes to zero. On the other hand, it cannot contain $2,3, k+2, \ldots, N$, otherwise the multiplication would give linear combinations of elements of $B$. Thus the generators in degree $k$ coming from $x_{1} x_{k+1}\left(x_{2} x_{k+3}+x_{3} x_{k+2}\right)$ are obtained from the $k-3$ monomials with indices $\left\{i_{1}, \ldots, i_{k-4}\right\} \in\binom{[k] \backslash[3]}{k-4}$. By symmetry, the same holds for the other two generators in (2)(4). Moreover, a direct computation shows that the generators of $((2)(4))_{k}$ obtained as above

$$
\begin{array}{ll}
x_{1} x_{k+1}\left(x_{2} x_{k+3}+x_{3} x_{k+2}\right) \wedge x_{i_{1}} \cdots x_{i_{k-4}} & \forall\left\{i_{1}, \ldots, i_{k-4}\right\} \in\binom{[k] \backslash[3]}{k-4} \\
x_{2} x_{k+2}\left(x_{1} x_{k+3}+x_{3} x_{k+1}\right) \wedge x_{j_{1}} \cdots x_{j_{k-4}} & \forall\left\{j_{1}, \ldots, j_{k-4}\right\} \in\binom{[k] \backslash[3]}{k-4} \\
x_{3} x_{k+3}\left(x_{2} x_{k+1}+x_{1} x_{k+2}\right) \wedge x_{s_{1}} \cdots x_{s_{k-4}} & \forall\left\{s_{1}, \ldots, s_{k-4}\right\} \in\binom{[k] \backslash[3]}{k-4}
\end{array}
$$

are linearly independent. It follows that $((2)(4))_{k}$ imposes $3(k-3)$ conditions on $(B)_{k}^{\perp}$.

Finally, we focus on the relations from $((1)(4))_{k}$. By symmetry, we consider the set of elements $x_{i}\left(x_{1} x_{k+2}+x_{2} x_{k+1}\right) \in(1)(4)$ for $i \in\{k+4, \ldots, N\}$ and we multiply it with a monomial $x_{i_{1}} \wedge \ldots \wedge x_{i_{k-3}}$. Similarly to the previous argument, the set of indices $\left\{i_{1}, \ldots, i_{k-3}\right\}$ cannot contain $1,2, k+1, \ldots, N$ otherwise we would get linear combinations of elements of $B$. However, in this case one can have $3 \in\left\{i_{1}, \ldots, i_{k-3}\right\}$, thus we get $(N-k-3)(k-2)$ generators of $((1)(4))_{k}$ from $\left\{x_{i}\left(x_{1} x_{k+2}+x_{2} x_{k+1}\right) \mid i=k+4: N\right\}$ by multiplying it with the $k-2$ monomials indexed by $\left\{i_{1}, \ldots, i_{k-3}\right\} \subset\{3, \ldots, k\}$. Analogously, the remaining sets of elements $\left\{x_{j}\left(x_{1} x_{k+3}+x_{3} x_{k+1}\right) \mid j=k+4: N\right\}$ and $\left\{x_{s}\left(x_{3} x_{k+2}+x_{2} x_{k+3}\right) \mid s=k+4: N\right\}$ in (1)(4) give $(N-k-3)(k-2)$ generators each, after multiplying with monomials indexed by $\left\{j_{1}, \ldots, j_{k-3}\right\} \subset\{2,4, \ldots, k\}$ and $\left\{s_{1}, \ldots, s_{k-3}\right\} \subset\{1,4, \ldots, k\}$ respectively. Again, one has to check possible linear combinations among the above $3(N-k-3)(k-2)$ generators: a direct computation shows that the only possible linear combinations are of the form

$$
\begin{aligned}
x_{i}\left(x_{1} x_{k+2}+x_{2} x_{k+1}\right) \wedge x_{3} x_{i_{2}} \cdots x_{i_{k-3}} & +x_{i}\left(x_{1} x_{k+3}+x_{3} x_{k+1}\right) \wedge x_{2} x_{i_{2}} \cdots x_{i_{k-3}}+ \\
& +x_{i}\left(x_{3} x_{k+2}+x_{2} x_{k+3}\right) \wedge x_{1} x_{i_{2}} \cdots x_{i_{k-3}} \quad=0
\end{aligned}
$$

as $i \in\{k+4, \ldots, N\}$ and $\left\{i_{2}, \ldots, i_{k-3}\right\} \in\binom{[k] \backslash[3]}{k-4}$ vary. It follows that $((1)(4))_{k}$ imposes $3(N-k-3)(k-2)-(N-k-3)(k-3)$ conditions on $(B) \stackrel{\perp}{k}$.

We conclude that the dimension of $\left(\mathcal{I}\left(q_{3}\right)^{2}\right)_{k}^{\perp}$ is

$$
\begin{aligned}
\operatorname{dim}\left(\mathcal{I}\left(q_{3}\right)^{2}\right)_{k}^{\perp}= & \operatorname{dim}\left((B)_{k}^{\perp} \cap((1)(4),(2)(4))_{k}^{\perp}\right) \\
= & {[5+3(N-k-3)(k-1)+6(k-2)+k(N-k)]-3(k-3) } \\
& -[3(N-k-3)(k-2)-(N-k-3)(k-3)] \\
= & 2 k(N-k)+2
\end{aligned}
$$

Theorem 4.6.10. For any $3 \leq k \leq \frac{N}{2}$ and $N \geq 7$, the singular locus of the secant variety of lines to the Grassmannian $\operatorname{Gr}(k, N)$ coincides with the closure of the distance- 2 orbit, i.e.

$$
\operatorname{Sing}\left(\sigma_{2}(\operatorname{Gr}(k, N))\right)=\overline{\Sigma_{2}^{k, N}}
$$

Proof. From Lemma 4.6.3 we already know that the inclusion $\overline{\Sigma_{2}^{k, N}} \subset \operatorname{Sing}\left(\sigma_{2}(\operatorname{Gr}(k, N))\right)$ holds. From Remark 4.6.4 it is enough to prove the smoothness of $\Theta_{3}^{k, N}$ for deducing the smoothness of all the remaining orbits. Moreover, by homogeneity it is enough to check the smoothness of a representative of $\Theta_{3}^{k, N}$, say $q_{3}$. Finally, from Lemma 4.6.6, Proposition 4.6.7 (for $k=3$ ) and Proposition 4.6.9 (for $k \geq 4$ ) we get the chain of inequalities

$$
2 k(N-k)+2 \leq \operatorname{dim} T_{q_{3}} \sigma_{2}(\operatorname{Gr}(k, N)) \leq \operatorname{dim}\left(\mathcal{I}\left(q_{3}\right)^{2}\right)_{k}^{\perp}=2 k(N-k)+2,
$$

leading to $\operatorname{dim} T_{q_{3}} \sigma_{2}(\operatorname{Gr}(k, N))=\operatorname{dim} \sigma_{2}(\operatorname{Gr}(k, N))+1$, hence the point $q_{3}$ is smooth in the secant variety.

Remark. Theorem 4.6 .10 corrects a previous statement in [AOP12, before Figure 1] in which the authors states that $\operatorname{Sing}\left(\sigma_{2}(\operatorname{Gr}(3,7))\right)=\operatorname{Gr}(3,7)$.

## Chapter 5

## Identifiability and singular locus of $\sigma_{2}\left(\mathbb{S}_{N}^{ \pm}\right)$

Similarly to the Grassmannian case, only partial results appear on the secant variety of lines to Spinor varieties (eg. see [MM15; Man09]). In this chapter we solve the identifiability problem and we determine upper and lower bounds for the singular locus of the secant varieties of lines to Grassmannians. The results appearing in this chapter are collected in the preprint [Gal23].

In light of Theorem 3.3.1 we work in the $D_{N}$-type setting for $N$ even. In particular, we assume notation in Table 3.1. We consider a $2 N$-dimensional complex vector space $V=$ $E \oplus E^{\vee}$ endowed with the quadratic form $q=\sum_{i=1}^{N} x_{i} x_{N+i}$ and we fix the $q$-hyperbolic basis $\left(e_{1}, \ldots, e_{N}, f_{1}, \ldots, f_{N}\right)$. We focus on the Spinor variety

$$
\mathbb{S}_{N}^{+}=D_{N} / P_{\omega_{N}} \subset \mathbb{P}\left(V_{\omega_{N}}^{D_{N}}\right)=\mathbb{P}\left(\bigwedge^{e v} E\right)
$$

We recall that, under these assumptions, the highest weight vector and the lowest weight vector are respectively $v_{\omega_{N}}=\mathbf{e}_{[N]}=e_{1} \wedge \ldots \wedge e_{N}$ and $\ell_{\omega_{N}}=\mathbb{1}$, with corresponding maximal $q$-isotropic subspaces $E=H_{\mathbf{e}_{[N]}}$ and $E^{\vee}=H_{\mathbb{1}}$.

Secant variety of lines to $\mathbb{S}_{N}^{+}$. Consider the secant variety of lines of $\mathbb{S}_{N}^{+}$

$$
\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)=\overline{\sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)}=\overline{\left\{[a+b] \in \mathbb{P}\left(V_{\omega_{N}}^{D_{N}}\right) \mid[a],[b] \in \mathbb{S}_{N}^{+}\right\}} \subset \mathbb{P}\left(V_{\omega_{N}}^{D_{N}}\right)
$$

A dense subset is $\sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)$, given by the union of bisecant lines, while the union of tangent lines defines the tangential variety $\tau\left(\mathbb{S}_{N}^{+}\right)$. It is known that the secant variety of lines is quasi-homogeneous, in the sense that it admits a dense orbit: more precisely, $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)=$ $\overline{\operatorname{Spin}_{2 N} \cdot\left[v_{\omega_{N}}+\ell_{\omega_{N}}\right]}$ [Zak93, Theorem 1.4]. Moreover, it is non-defective for any $N$ [Kaj99;

Ang11], thus its dimension is the expected one:

$$
\operatorname{dim} \sigma_{2}\left(\mathbb{S}_{N}^{+}\right)=\min \left\{2 \operatorname{dim} \mathbb{S}_{N}^{+}+1, \operatorname{dim} \mathbb{P}\left(V_{\omega_{N}}^{D_{N}}\right)\right\}= \begin{cases}2^{N-1}-1 & \text { for } N \leq 6 \\ N(N-1)+1 & \text { for } N \geq 6\end{cases}
$$

We list the dimensions of Spinor varieties and their secant varieties for $N \leq 8$.

| $\operatorname{Spin}_{2 N}$ | $\mathbb{S}_{N}^{ \pm}$ | $\operatorname{dim} \mathbb{S}_{N}^{ \pm}$ | $\operatorname{dim} \sigma_{2}\left(\mathbb{S}_{N}^{ \pm}\right)$ | $\mathbb{P}\left(V_{\omega_{N}}^{D_{N}}\right)$ |
| :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Spin}_{4}$ | $\mathbb{S}_{2}^{+} \simeq \mathbb{P}^{1}$ | 1 | 1 | $\mathbb{P}\left(\bigwedge^{\text {ev }} \mathbb{C}^{2}\right) \simeq \mathbb{P}^{1}$ |
| $\operatorname{Spin}_{6}$ | $\mathbb{S}_{3}^{-} \simeq \mathbb{P}^{3}$ | 3 | 3 | $\mathbb{P}\left(\bigwedge^{\text {od }} \mathbb{C}^{3}\right) \simeq \mathbb{P}^{3}$ |
| $\operatorname{Spin}_{8}$ | $\mathbb{S}_{4}^{+} \simeq \mathrm{Q}^{6}$ | 6 | 7 | $\mathbb{P}\left(\bigwedge^{\text {ev }} \mathbb{C}^{4}\right) \simeq \mathbb{P}^{7}$ |
| $\operatorname{Spin}_{10}$ | $\mathbb{S}_{5}^{-}$ | 10 | 15 | $\mathbb{P}\left(\bigwedge^{\text {od }} \mathbb{C}^{5}\right) \simeq \mathbb{P}^{15}$ |
| $\operatorname{Spin}_{12}$ | $\mathbb{S}_{6}^{+}$ | 15 | 31 | $\mathbb{P}\left(\bigwedge^{\text {ev }} \mathbb{C}^{6}\right) \simeq \mathbb{P}^{31}$ |
| $\operatorname{Spin}_{14}$ | $\mathbb{S}_{7}^{-}$ | 21 | 43 | $\mathbb{P}\left(\bigwedge^{\text {od }} \mathbb{C}^{7}\right) \simeq \mathbb{P}^{63}$ |
| $\operatorname{Spin}_{16}$ | $\mathbb{S}_{8}^{+}$ | 28 | 57 | $\mathbb{P}\left(\bigwedge^{\text {ev }} \mathbb{C}^{8}\right) \simeq \mathbb{P}^{127}$ |

Table 5.1: Spinor varieties in low dimensions, and their secants of lines.

Remark. In same terminology from Sec. 2.1 , for $N \leq 5$ the secant variety $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$overfills the ambient space $\mathbb{P}^{2^{N-1}-1}$, for $N \geq 7$ it is strictly contained, while for $N=6$ we are in the perfect case. We recall that the Spinor variety $\mathbb{S}_{6}^{ \pm}$is a Legendrian variety and, as such, its secant variety of lines has been studied by J.M. Landsberg and L. Manivel (cf. Remark 1.4.2).

### 5.1 The poset of $\operatorname{Spin}_{2 N}$-orbits in $\sigma_{2}\left(\mathbb{S}_{N}^{ \pm}\right)$

The secant variety of lines $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$is invariant under $\operatorname{Spin}_{2 N^{-}}$action, as well as its subsets $\sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)$and $\tau\left(\mathbb{S}_{N}^{+}\right)$. We refer to the orbits lying in $\sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)$as secant orbits, and to the orbits lying in $\tau\left(\mathbb{S}_{N}^{+}\right)$as tangent orbits. Recall that the Spinor variety has diameter $\operatorname{diam}\left(\mathbb{S}_{N}^{+}\right)=\frac{N}{2}$ (cf. Theorem 3.4.3). Moreover, for any $l=1:\left(\frac{N}{2}-1\right)$ we consider the following pure spinors and their corresponding maximal $q$-isotropic subspaces

$$
\begin{gather*}
\mathbf{e}_{[N-2 l]}=e_{1} \wedge \ldots \wedge e_{N-2 l} \in \mathbb{S}_{N}^{+}  \tag{5.1.1}\\
E_{N-2 l}:=H_{\mathbf{e}_{[N-2 l]}}=\left\langle e_{1}, \ldots, e_{N-2 l}, f_{N-2 l+1}, \ldots, f_{N}\right\rangle_{\mathbb{C}} \in \mathrm{OG}^{+}(N, V)
\end{gather*}
$$

By convention, for $l=\frac{N}{2}$ we set $\mathbf{e}_{[0]}=\ell_{\omega_{N}}=\mathbb{1}$. On the other hand, for $l=0$ one gets $\mathbf{e}_{[N]}=v_{\omega_{N}}$.
$\operatorname{Spin}_{2 N}$-orbits in $\mathbb{S}_{N}^{+} \times \mathbb{S}_{N}^{+}$. The action of $\operatorname{Spin}_{2 N}$ on $\mathbb{S}_{N}^{+}$naturally induces the action on the direct product $\mathbb{S}_{N}^{+} \times \mathbb{S}_{N}^{+}$given by $g \cdot([a],[b])=([g \cdot a],[g \cdot b])$. We recall that the notation $g \cdot a$ stands for the action of $\operatorname{Spin}^{q}(V) \subset\left(\mathrm{Cl}_{q}(V)\right)^{\times}$on $\bigwedge E$ via Clifford multiplication (3.1.6).

Remark 5.1.1. Via the bijection (3.3.3), the action on $\mathbb{S}_{N}^{+} \times \mathbb{S}_{N}^{+}$is equivalent to the action of $\operatorname{Spin}^{q}(V)$ on $\mathrm{OG}^{+}(N, V)^{\times 2}$ given by $g \cdot\left(H_{a}, H_{b}\right)=\left(g \cdot H_{a}, g \cdot H_{b}\right)$, where $g \cdot H_{a}=g H_{a} g^{-1}$ is the conjugacy action: this follows from the inclusion $\operatorname{Spin}^{q}(V) \subset N_{\mathrm{Cl}_{q}(V) \times}(V)$.

From Remark 2.3.2, the Hamming distance in $\mathbb{S}_{N}^{+}$is invariant under $\operatorname{Spin}^{q}(V)$-action, as well as the dimensions of subspaces in $V$ are preserved under conjugacy. In particular, the actions of $\operatorname{Spin}^{q}(V)$ on $\mathbb{S}_{N}^{+} \times \mathbb{S}_{N}^{+}$and on $\mathrm{OG}^{+}(N, V)^{\times 2}$ restrict to actions on the subsets

$$
\begin{gather*}
\mathcal{O}_{l, N}:=\left\{([a],[b]) \in \mathbb{S}_{N}^{+} \times \mathbb{S}_{N}^{+} \mid d([a],[b])=l\right\}  \tag{5.1.2}\\
\widehat{\mathcal{O}}_{l, N}:=\left\{\left(H_{a}, H_{b}\right) \in \mathrm{OG}^{+}(N, V)^{\times 2} \mid \operatorname{dim}\left(H_{a} \cap H_{b}\right)=N-2 l\right\} \tag{5.1.3}
\end{gather*}
$$

respectively, for any $l=0: \frac{N}{2}$ where $\frac{N}{2}=\operatorname{diam}\left(\mathbb{S}_{N}^{+}\right)$. Since for $l=0$ one gets the diagonals $\Delta_{\mathbb{S}_{N}^{+}}$ and $\Delta_{\mathrm{OG}^{+}(N, V)}$ we consider $l \geq 1$. From Proposition 3.4.2, for any distance $l \geq 1$, the subsets $\mathcal{O}_{l, N}$ and $\widehat{\mathcal{O}}_{l, N}$ are equivalent one to the other, and they give partitions of the corresponding direct products (as sets). Since $\operatorname{dim}\left(H_{\mathbf{e}_{[N]}} \cap H_{\mathbb{E}_{l}}\right)=\operatorname{dim}\left(E \cap E_{l}\right)=N-2 l$, for any $l=1: \frac{N}{2}$ one gets the inclusion $\operatorname{Spin}^{q}(V) \cdot\left(\left[\mathbf{e}_{[N]}\right],\left[\mathbf{e}_{[N-2 l]}\right]\right) \subset \mathcal{O}_{l, N}$.

REMARK. It is likely well-known that the $\operatorname{Spin}_{2 N}$-orbit partition of $\mathrm{Q}^{2 N-2} \times \mathrm{Q}^{2 N-2}$ is uniquely determined by the Hamming distance: in particular,

$$
\mathrm{Q}^{2 N-2} \times \mathrm{Q}^{2 N-2}=\Delta_{\mathrm{Q}^{2 N-2}} \sqcup \operatorname{Spin}_{2 N} \cdot\left(\left[e_{1}\right],\left[e_{2}\right]\right) \sqcup \operatorname{Spin}_{2 N} \cdot\left(\left[e_{1}\right],\left[f_{1}\right]\right)
$$

However, we haven't been able to find a proper citation, hence we prove this result in Sec. 7.2.
Proposition 5.1.2. For any $l=1: \operatorname{diam}\left(\mathbb{S}_{N}^{+}\right)$, the spin group $\operatorname{Spin}^{q}(V)$ acts transitively on $\mathcal{O}_{l, N} \subset \mathbb{S}_{N}^{+} \times \mathbb{S}_{N}^{+}$. In particular, it holds

$$
\mathcal{O}_{l, N}=\operatorname{Spin}^{q}(V) \cdot\left(\left[\mathbf{e}_{[N]}\right],\left[\mathbf{e}_{[N-2 l]}\right]\right)
$$

Proof. Given $([a],[b]) \in \mathcal{O}_{l, N}$, by homogeneity of $\mathbb{S}_{N}^{+}$we may assume $a=\mathbf{e}_{[N]}$.
First we prove the result for $l=\frac{N}{2}$. Since $d\left(\left[\mathbf{e}_{[N]}\right],[b]\right)=\frac{N}{2}$, it holds $E \cap H_{b}=\{0\}$ and we may assume $H_{b}=\left\langle g_{1}, \ldots, g_{N}\right\rangle_{\mathbb{C}}$ for generators $g_{j}$ as in (3.3.5). In light of Theorem 7.2.1 $\operatorname{Spin}^{q}(V)$ conjugates the $q$-isotropic vector $g_{1}=f_{1}+\sum_{i=2}^{N} \alpha_{i 1} e_{i}$ (having Hamming distance 2 from $e_{1}$ ) to $f_{1}$ by leaving $e_{1}$ fixed. Now, consider $V^{\prime}=\left\langle e_{2}, \ldots, e_{N}, f_{2}, \ldots, f_{N}\right\rangle_{\mathbb{C}}$ and the subspaces $E^{\prime}=E \cap V^{\prime}$ and $H_{b}^{\prime}=H_{b} /\left\langle e_{1}, f_{1}\right\rangle_{\mathbb{C}}$ : again $\operatorname{Spin}\left(V^{\prime}\right)$ conjugates $g_{2}-\alpha_{12} e_{1} \in H_{b}^{\prime}$ to $f_{2}$ by leaving $e_{2}$ fixed. In particular, $\operatorname{Spin}^{q}(V)$ conjugates $g_{2} \in H_{b}$ to $f_{2}$ by leaving $e_{1}, f_{1}, e_{2}$ fixed. By iterating, $\operatorname{Spin}^{q}(V)$ conjugates $H_{b}$ to $E^{\vee}$, hence $\left(\left[\mathbf{e}_{[N]}\right],[b]\right)$ to $\left(\mathbf{e}_{[N]},[\mathbb{1}]\right)$.

On the other hand, for $l \lesseqgtr \frac{N}{2}$ one has $H_{b}=\left\langle h_{1}, \ldots, h_{N-2 l}, g_{N-2 l+1}, \ldots, g_{N}\right\rangle_{\mathbb{C}}$ for $g_{j}$ 's as in (3.3.5) and $E \cap H_{b}=\left\langle h_{1}, \ldots, h_{N-2 l}\right\rangle_{\mathbb{C}}$. Up to reordering $h_{1}, \ldots, h_{N-2 l}$, one gets that $h_{j}$ has Hamming distance 1 from $e_{j}$ for any $j=1: N-2 l$, hence by applying Theorem 7.2.1 and similar arguments as above one can conjugates $E \cap H_{b}$ to $E_{N-2 l}$. Finally, by working in $W:=V / E_{N-2 l}$ one can conjugates $E / E_{N-2 l}$ to $H_{b} / E_{N-2 l}$ via $\operatorname{Spin}(W)$ and lifting this to a conjugation under $\operatorname{Spin}^{q}(V)$ leaving $E_{N-2 l}$ fixed. The thesis follows.

Corollary 5.1.3. The product $\mathbb{S}_{N}^{+} \times \mathbb{S}_{N}^{+}$splits in the $\operatorname{Spin}_{2 N^{-}}$orbits

$$
\mathbb{S}_{N}^{+} \times \mathbb{S}_{N}^{+}=\Delta_{\mathbb{S}_{N}^{+}} \sqcup \bigsqcup_{l=1}^{\frac{N}{2}} \operatorname{Spin}_{2 N} \cdot\left(\left[\mathbf{e}_{[N]}\right],\left[\mathbf{e}_{[N-2 l]}\right]\right)
$$

### 5.1.1 Secant orbits in $\sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)$

We deduce the orbit partition of the dense subset $\sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)$from Proposition 5.1.2. We recall that each spinor $[a+b] \in \mathbb{P}\left(\bigwedge^{e v} E\right)$ defines, via the map (3.3.1), a $q$-isotropic subspace $H_{a+b}=$ $\operatorname{ker}\left(\psi_{a+b}\right) \subset \mathrm{Q}^{2 N-2}$, which has maximal dimension $N$ if and only if $[a+b]$ is pure. By definition of these subspaces as annihilators, it clearly holds

$$
H_{a} \cap H_{b} \subseteq H_{a+b}
$$

For any two distinct pure spinors $[a],[b] \in \mathbb{S}_{N}^{+}$such that $d([a],[b])=1$, the spinor $[a+b]$ is pure too, since the line $L([a],[b])$ fully lies in the Spinor variety: in particular, in this case one has $\operatorname{dim}\left(H_{a} \cap H_{b}\right) \stackrel{(3.4 .2)}{=} N-2$ while $\operatorname{dim} H_{a+b}=N$, thus the strict inclusion $H_{a} \cap H_{b} \subsetneq H_{a+b}$ holds. However, for higher Hamming distances the equality holds.

Lemma 5.1.4. In the above notation, the following holds:

$$
H_{\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}}=E \cap E_{N-2 l} \quad \Longleftrightarrow \quad l \neq 1
$$

In particular, for any $l \geq 2$, it holds $\operatorname{dim} H_{\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}}=N-2 l$.
Proof. We already know that $\left\langle e_{1}, \ldots, e_{N-2 l}\right\rangle_{\mathbb{C}}=E \cap E_{N-2 l} \subset H_{\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}}$ holds. Assume that there exists $v \in H_{\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}}$ such that $v \notin\left(E \cap E_{N-2 l}\right) \backslash\{0\}$. Thus, since $H_{\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}}$ is $q$-isotropic, up to linear combinations we can consider a decomposition of $v$ with respect to the standard hyperbolic basis $\left(e_{1}, \ldots, e_{N}, f_{1}, \ldots, f_{N}\right)$ of the form $v=\alpha_{1} e_{N-2 l+1}+\ldots+\alpha_{2 l} e_{N}+$ $\beta_{1} f_{N-2 l+1}+\ldots+\beta_{2 l} f_{N}$ for some $\alpha_{i}, \beta_{j} \in \mathbb{C}$. Since $H_{\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}}=\operatorname{ker}\left(\psi_{\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}}\right)$, it holds

$$
\begin{aligned}
& 0=v \cdot\left(\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}\right) \\
& \stackrel{(3.1 .6)}{=} \sum_{i=1}^{2 l} \alpha_{i}\left(e_{1} \wedge \ldots \wedge e_{N-2 l} \wedge e_{N-2 l+i}\right)+\sum_{j=1}^{2 l}(-1)^{j+1} \beta_{j}\left(e_{1} \wedge \ldots \wedge \hat{e}_{N-2 l+j} \wedge \ldots \wedge e_{N}\right),
\end{aligned}
$$

where $\hat{e}_{N-2 l+j}$ denotes that the vector is missing in the wedge product.
Now, the summands above may simplify one to each other if and only if $l=1$, otherwise they do not since they are all independent vectors in the standard basis of $\Lambda E$. It follows that, for $l \geq 2$, it holds $v \cdot\left(\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}\right)=0$ if and only if $\alpha_{i}=\beta_{j}=0$ for all $i, j \in[2 l]$, that is $H_{\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}}=E \cap E_{l}$. On the other hand, for $l=1$, the conditions $\alpha_{1}=\beta_{2}$ and $\alpha_{2}=-\beta_{1}$ give a non-zero vector $0 \neq v \in H_{\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}} \backslash\left(E \cap E_{l}\right)$, thus $E \cap E_{1} \subsetneq H_{\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}}=$ $\left\langle e_{1}, \ldots, e_{N-2}, e_{N-1}+f_{N}, e_{N}-f_{N-1}\right\rangle_{\mathbb{C}}$.

Corollary 5.1.5. For any $[a+b] \in \sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right) \backslash \mathbb{S}_{N}^{+}$, the equality $H_{a+b}=H_{a} \cap H_{b}$ holds.

Proof. Let $[a+b]=[c+d] \in \sigma^{\circ}\left(\mathbb{S}_{N}^{+}\right) \backslash \mathbb{S}_{N}^{+}$be such that $d([a],[b])=l$ and $d([c],[d])=m$ for certain $2 \leq l, m \leq \frac{N}{2}$. By Proposition 5.1.2 there exists $g \in \operatorname{Spin}^{q}(V)$ such that $g \cdot([a],[b])=$ $\left(\left[\mathbf{e}_{[N]}\right],\left[\mathbf{e}_{[N-2 l]}\right]\right)$ and $g \cdot([c],[d])=\left(\left[c^{\prime}\right],\left[d^{\prime}\right]\right)$. In particular, $\left[\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}\right]=g \cdot[a+b]=$ $g \cdot[c+d]=\left[c^{\prime}+d^{\prime}\right]$, and by Proposition 5.1.4 we get $H_{c^{\prime}} \cap H_{d^{\prime}} \subset H_{c^{\prime}+d^{\prime}}=H_{\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}}=$ $E \cap E_{N-2 l}$, where the last equality follows from Lemma 5.1.4 since $l \geq 2$. Dimensionally we have $N-2 m=\operatorname{dim}\left(H_{c^{\prime}} \cap H_{d^{\prime}}\right) \leq \operatorname{dim}\left(E \cap E_{N-2 l}\right)=N-2 l$. But, by symmetry, one also gets $N-2 l=\operatorname{dim}\left(H_{a^{\prime}} \cap H_{b^{\prime}}\right) \leq \operatorname{dim}\left(E \cap E_{N-2 m}\right)=N-2 m$, thus $l=m$ and the thesis follows.

Corollary 5.1.5 allows to define for any $l=2: \frac{N}{2}$ the subset

$$
\begin{align*}
\Sigma_{l, N} & :=\left\{[a+b] \in \sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right) \mid \operatorname{dim} H_{a+b}=N-2 l\right\} \\
& =\left\{[a+b] \in \sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right) \mid d([a],[b])=l\right\} \tag{5.1.4}
\end{align*}
$$

Moreover, we set $\Sigma_{1, N}:=\mathbb{S}_{N}^{+}$. Our claim is that the subsets $\Sigma_{l, N}$ are exactly the $\operatorname{Spin}^{q}(V)$ orbits in $\sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)$.

The action of $\operatorname{Spin}^{q}(V)$ on $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$preserves the subsets $\Sigma_{l, N}$, as by Remark 5.1.1 the spin group acts on $V$ and its subspaces by conjugacy. Moreover, by Proposition 5.1.2 any two pairs ([a], $[b]$ ) and $([c],[d])$ of Hamming distance $l$ are conjugated, hence their lines $L([a],[b])$ and $L([c],[d])$ are so. Finally, the following result proves that $\operatorname{Spin}^{q}(V)$ acts transitively on points on a same line $L([a],[b]) \backslash\{[a],[b]\}$ too.
Lemma 5.1.6. For any two distinct pure spinors $[a],[b] \in \mathbb{S}_{N}^{+}$, the spin group $\operatorname{Spin}^{q}(V)$ acts transitively on $L([a],[b]) \backslash\{[a],[b]\}$.
Proof. Since the lines defined by pairs of pure spinors having the same Hamming distance are all conjugated, it is enough to prove the transitivity on the line $L\left(\left[\mathbf{e}_{[N]}\right],\left[\mathbf{e}_{[N-2 l]}\right]\right)$. Moreover, given a point $\left[\lambda \mathbf{e}_{[N]}+\mu \mathbf{e}_{[N-2 l]}\right]=\left[\mathbf{e}_{[N]}+z \mathbf{e}_{[N-2 l]}\right] \in L\left(\left[\mathbf{e}_{[N]}\right],\left[\mathbf{e}_{[N-2 l]}\right]\right)$, we can rewrite it as $\mathbf{e}_{[N]}+z \mathbf{e}_{[N-2 l]}=e_{1} \wedge \ldots \wedge e_{N-2 l} \wedge\left(e_{N-2 l+1} \wedge \ldots \wedge e_{N}+z \mathbb{1}\right)$. Since $\left[e_{N-2 l+1} \wedge \ldots \wedge e_{N}\right]$ and $[z \mathbb{1}]$ are pure spinors in $\mathbb{S}_{2 l}^{+}$, we can restrict to consider the line $L\left(\left[\mathbf{e}_{[N]}\right],[\mathbb{1}]\right)$.

Given $\mathbf{e}_{[N]}+z \mathbb{1}$, we look for a spin element $g \in \operatorname{Spin}^{q}(V)$ such that $\mathbf{e}_{[N]}+z \mathbb{1}=k\left(\mathbf{e}_{[N]}+\mathbb{1}\right)$ for some $k \in \mathbb{C}^{\times}$. We consider the element $\tilde{g}=\left(a_{1} e_{1}+b_{1} f_{1}\right) \cdots\left(a_{N} e_{N}+b_{N} f_{N}\right) \in \mathrm{Cl}_{q}^{+}(V)$ for certain $a_{i}, b_{i} \in \mathbb{C}^{\times}$: it is product of an even number of vectors in $V$ by the assumption as $N$ is even. Then $\tilde{g} \in \operatorname{Spin}^{q}(V)$ if and only if it is invertible and it has unitary spinor norm, that is

$$
\tilde{g} \in \operatorname{Spin}^{q}(V) \quad \Longleftrightarrow \quad \prod_{i=1}^{N} a_{i} b_{i} \stackrel{\stackrel{\boldsymbol{\alpha}}{=}}{=} 1
$$

Via Clifford multiplication (3.1.6) it holds $\left(a_{1} e_{1}+b_{1} f_{1}\right) \cdot\left(\mathbf{e}_{[N]}+z \mathbb{1}\right)=a_{1} z e_{1}+b_{1} e_{2} \wedge \ldots \wedge e_{N}$, and by iterating for $i=1: N$ one gets $\tilde{g} \cdot\left(\mathbf{e}_{[N]}+z \mathbb{1}\right)=a_{1} \cdots a_{N} z \mathbf{e}_{[N]}+b_{1} \cdots b_{N} \mathbb{1}$. In particular, the second required condition is

$$
\tilde{g} \cdot\left(\mathbf{e}_{[N]}+z \mathbb{1}\right)=k\left(\mathbf{e}_{[N]}+\mathbb{1}\right) \quad \Longleftrightarrow \quad z \prod_{i=1}^{N} a_{i} \stackrel{\leftrightarrow}{=} \prod_{i=1}^{N} b_{i} .
$$

By putting together the conditions ( $\boldsymbol{\varphi})$ and $(\boldsymbol{\uparrow})$, it is straightforward that for the choice $a_{1}=$ $\ldots=a_{N}=\sqrt[2 N]{z^{-1}}$ and $b_{1}=\ldots=b_{N}=\sqrt[2 N]{z}$ one gets $\tilde{g} \cdot\left(\mathbf{e}_{[N]}+z \mathbb{1}\right)=\sqrt{z}\left(\mathbf{e}_{[N]}+\mathbb{1}\right)$.

It follows that for any $l=1: \frac{N}{2}$ the subset $\Sigma_{l, N}$ is a $\operatorname{Spin}^{q}(V)$-orbit in $\sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)$. Moreover, by Proposition 5.1.2 we deduce that for any $l$ it holds $\Sigma_{l, N}=\operatorname{Spin}(V) \cdot\left[\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}\right]$. In conclusion, we have proved the following theorem.

Theorem 5.1.7. The dense set $\sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)$splits under the action of $\operatorname{Spin}_{2 N}$ in the orbits

$$
\sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)=\bigsqcup_{l=1}^{\frac{N}{2}} \operatorname{Spin}_{2 N} \cdot\left[\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}\right]
$$

### 5.1.2 Tangent orbits in $\tau\left(\mathbb{S}_{N}^{+}\right)$

From the non-defectivity of $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$and the dicotomy between tangential and secant varieties [FH79, Corollary 4], we know that $\tau\left(\mathbb{S}_{4}^{+}\right)=\sigma_{2}\left(\mathbb{S}_{4}^{+}\right)=\mathbb{P}^{7}$ and $\tau\left(\mathbb{S}_{5}^{+}\right)=\sigma_{2}\left(\mathbb{S}_{5}^{+}\right)=\mathbb{P}^{15}$, while for $N \geq 6$ the tangential variety $\tau\left(\mathbb{S}_{N}^{+}\right)$is a divisor in $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \subset \mathbb{P}^{2^{N-2}-1}$. We deduce the orbit partition of $\tau\left(\mathbb{S}_{N}^{+}\right)$from the tangent bundle on the Spinor variety.

Tangent bundle. Let $\mathcal{T}_{\mathbb{S}_{N}^{+}}$be the tangent bundle on the Spinor variety $\mathbb{S}_{N}^{+}$. Under the identification $\mathbb{S}_{N}^{+}=\operatorname{Spin}_{2 N} / P$, the base point $[P] \in D_{N} / P$ corresponds to the pure spinor $\left[v_{\omega_{N}}\right]=\left[\mathbf{e}_{[N]}\right]$, hence to the maximal $q$-isotropic subspace $E \in \mathrm{OG}^{+}(N, V)$, and

$$
P=\operatorname{stab}(E) \simeq\left\{\left.\left[\begin{array}{cc}
A & B \\
& A^{-1}
\end{array}\right] \right\rvert\, A \in \mathrm{SL}(E), B \in \bigwedge^{2} \mathbb{C}^{N}\right\}
$$

It follows that the fiber of the tangent bundle at the base point $[P]$ is $\left(\mathcal{T}_{\mathbb{S}_{N}^{+}}\right)_{[P]} \simeq \mathfrak{p}^{u} \simeq \bigwedge^{2} \mathbb{C}^{N}$. From the parametrization of Spinor varieties, one can describe the fiber at any pure spinor $[a] \in \mathbb{S}_{N}^{+}$as

$$
\left(\mathcal{T}_{\mathbb{S}_{N}^{+}}\right)_{[a]}=T_{[a]} \mathbb{S}_{N}^{+} \simeq \bigwedge^{2} H_{a}
$$

In particular, this leads to the isomorphism of homogeneous bundles

$$
\begin{equation*}
\mathcal{T}_{\mathbb{S}_{N}^{+}} \simeq \bigwedge^{2} \mathcal{U}^{\vee} \tag{5.1.5}
\end{equation*}
$$

where $\mathcal{U}$ is the rank- $N$ universal bundle on $\mathbb{S}_{N}^{+}$obtained by pulling back the universal bundle on the Grassmannian $\operatorname{Gr}(N, V)$ (cf. Example 1.3.7). Notice that the fiber at the point $\left[v_{\omega_{N}}\right] \simeq E$ is $T_{\left[v_{\omega_{N}}\right]} \mathbb{S}_{N}^{+} \simeq \bigwedge^{2} E$ and it is an irreducible $\operatorname{SL}(E)$-module with highest weight $\omega_{2}$ : as such the $P$-orbits in the tangent space are uniquely determined by the rank of skew-symmetric matrices.

Tangent orbits. By homogeneity of $\mathbb{S}_{N}^{+}$, all tangent spaces are conjugated one to each other by transformations in $\operatorname{Spin}_{2 N} \backslash P$. Thus the $\operatorname{Spin}_{2 N}$-orbits of points in the tangential variety $\tau\left(\mathbb{S}_{N}^{+}\right)$are in bijection with the $P$-orbits in the tangent space $T_{\left[v_{\omega_{N}}\right]} \mathbb{S}_{N}^{+}$, which are parametrized by the possible ranks in $\bigwedge^{2} \mathbb{C}^{N}$.
Let $\left[T_{[a]} \mathbb{S}_{N}^{+}\right]_{2 l}$ be the set of tangent points to $\mathbb{S}_{N}^{+}$at the pure spinor $[a]$ corresponding to
skew-symmetric matrices of size $N$ and rank $2 l$. Then for any $l=1: \frac{N}{2}$ we denote the set of all tangent points corresponding to rank- $2 l$ skew-symmetric matrices by

$$
\begin{equation*}
\Theta_{l, N}:=\left\{[q] \in \tau\left(\mathbb{S}_{N}^{+}\right) \mid \exists[a] \in \mathbb{S}_{N}^{+}:[q] \in\left[T_{[a]} \mathbb{S}_{N}^{+}\right]_{2 l}\right\} \tag{5.1.6}
\end{equation*}
$$

The above arguments ensure that each subset $\Theta_{l, N}$ is indeed a $\operatorname{Spin}^{q}(V)$-orbit, and all together they give the $\operatorname{Spin}^{q}(V)$-orbit partition of $\tau\left(\mathbb{S}_{N}^{+}\right)$.

Finally, for any $l=1: \frac{N}{2}$ the tangent orbit $\Theta_{l, N}$ admits as representative the spinor

$$
\begin{equation*}
\left[q_{l}\right]:=\left[\sum_{i=1}^{l} e_{2 i-1} \wedge e_{2 i}\right] . \tag{5.1.7}
\end{equation*}
$$

Indeed, the curve of rank- $2 l$ skew-symmetric matrices of size $N$

$$
t C_{l}=t\left[\begin{array}{llll}
P_{1} & & &  \tag{5.1.8}\\
& \ddots & & \\
& & P_{l} & \\
& & & 0_{N-2 l}
\end{array}\right] \quad \text { where } \quad P_{i}=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

defines the curve of maximal $q$-isotropic subspaces

$$
H_{c(t)}=\left\langle f_{1}+t \sum_{k=1}^{N} c_{k 1} e_{k}, \ldots, f_{N}+t \sum_{k=1}^{N} c_{k N} e_{k}\right\rangle_{\mathbb{C}} \in \mathrm{OG}^{+}(N, V)
$$

which by Proposition 3.3 .2 corresponds to the curve of pure spinors $c(t)=\sum_{I \in 2^{[N]}} \operatorname{Pf}\left(C(t)_{I}\right) \mathbf{e}_{I}$ passing at $c(0)=\mathbb{1}$ with direction $c^{\prime}(0)=q_{l}$, thus $\left[q_{l}\right] \in T_{[\mathbb{1}]} \mathbb{S}_{N}^{+}$.

Theorem 5.1.8. The tangential variety $\tau\left(\mathbb{S}_{N}^{+}\right)$splits in the $\operatorname{Spin}_{2 N^{-}}$-orbits

$$
\tau\left(\mathbb{S}_{N}^{+}\right)=\bigsqcup_{l=1}^{\frac{N}{2}} \operatorname{Spin}_{2 N} \cdot\left[\sum_{i=1}^{l} e_{2 i-1} \wedge e_{2 i}\right]
$$

### 5.1.3 Inclusions among closures of $\operatorname{Spin}_{2 N}$-orbits

We have treated the secant orbits and the tangent orbits separately, now we analyze the behaviour of their inclusions. First of all, notice that the tangent representative $\left[q_{1}\right]=\left[e_{1} \wedge e_{2}\right] \in$ $\Theta_{1, N}$ is a pure spinor, hence

$$
\Theta_{1, N}=\mathbb{S}_{N}^{+}=\Sigma_{1, N}
$$

Remark. The orbit $\Theta_{1, N}$ is given by skew-symmetric matrices having rank (as matrices) 2, hence it is described by the Grassmannian of planes $\operatorname{Gr}(2, N)$. This agrees with the more theoretical result [LM03, Prop. $2.5+$ Subsec. 3.1] $T_{x} \mathbb{S}_{N}^{+} \cap \mathbb{S}_{N}^{+} \simeq \operatorname{Gr}(2, N)$ for any $x \in \mathbb{S}_{N}^{+}$.

Moreover, for $l=2$, a representative of $\Theta_{2, N}$ is $\left[q_{2}\right]=\left[e_{1} \wedge e_{2}+e_{3} \wedge e_{4}\right]$. But $\left[e_{1} \wedge e_{2}\right]$ and $\left[e_{3} \wedge e_{4}\right]$ are pure spinors with corresponding subspaces $H_{e_{1} \wedge e_{2}}=E_{[2]}$ and $H_{e_{3} \wedge e_{4}}=$ $\left\langle f_{1}, f_{2}, e_{3}, e_{4}, f_{5}, \ldots, f_{N}\right\rangle_{\mathbb{C}}$, hence they have Hamming distance 2 and $\left[q_{2}\right] \in \Sigma_{2, N}$. Thus

$$
\Theta_{2, N}=\Sigma_{2, N}
$$

Remark 5.1.9. Via the $\operatorname{map} \psi_{q}$ in (3.3.1) every $[q] \in \Theta_{l, N}$ defines a subspace $H_{q} \in \operatorname{OG}(N-$ $2 l, V)$ : indeed, the representative $\left[q_{l}\right]$ (5.1.7) defines the subspace $H_{q_{l}}=\left\langle f_{2 l+1}, \ldots, f_{N}\right\rangle_{\mathbb{C}}$ of dimension $N-2 l$ and $\operatorname{Spin}^{q}(V)$ acts by conjugacy on the subspaces, preserving their dimensions. Moreover, by definition, a tangent point $[q] \in T_{[a]} \mathbb{S}_{N}^{+} \cap \Theta_{l, N}$ is the direction of a curve $\gamma(t)=$ $\{[a(t)] \mid t \in(-\epsilon, \epsilon)\} \subset \mathbb{S}_{N}^{+}$passing at $\gamma(0)=[a]$ and, up to considering a smaller neighbourhood, one can assume $d([a],[a(t)])=m$ for any $t \in(0, \epsilon)$. Then for any $t>0$ the spinor $\frac{a-a(t)}{t}$ defines a subspace $H_{t} \in \mathrm{OG}(N-2 l, V)$ and one gets the equality $H_{q}=\lim _{t \rightarrow 0} H_{t} \in \mathrm{OG}(N-2 l, V)$.

From the previous arguments we deduce the following description of the secant variety of lines

$$
\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)=\mathbb{S}_{N}^{+} \sqcup\left(\bigsqcup_{l=2}^{\frac{N}{2}} \Sigma_{l, N}\right) \cup\left(\bigcup_{l=3}^{\frac{N}{2}} \Theta_{l, N}\right)
$$

where non-disjoint unions appear since we haven't proved $\Sigma_{l, N} \neq \Theta_{l, N}$ for $l \geq 3$ yet. Since we are interested in considering $l \geq 3$, we assume $N \geq 6$.

## Lemma 5.1.10.

1. For any $l=2: \frac{N}{2}$ it holds $\Sigma_{l-1, N} \subset \overline{\Sigma_{l, N}}$.
2. For any $l=2: \frac{N}{2}$ it hols $\Theta_{l-1, N} \subset \overline{\Theta_{l, N}}$.
3. For any $l=3: \frac{N}{2}$ it holds $\Theta_{l, N} \subset \overline{\Sigma_{l, N}}$.

Proof. 1. For $\epsilon>0$ consider the sequence $\left[\mathbf{e}_{[N]}+a_{\epsilon}\right] \in \Sigma_{l, N}$ for the pure spinors $\left[a_{\epsilon}\right]$ defined by the maximal $q$-isotropic subspaces

$$
H_{a_{\epsilon}}=\left\langle e_{1}, \ldots, e_{N-2 l}, g_{N-2 l+1}(\epsilon), g_{N-2 l+2}(\epsilon), g_{N-2 l+3}, \ldots, g_{N}\right\rangle_{\mathbb{C}}
$$

where

$$
g_{N-2 l+1}(\epsilon)=\frac{1}{\epsilon} f_{N-2 l+1}+e_{N-2 l+2} \quad, \quad g_{N-2 l+2}(\epsilon)=\frac{1}{\epsilon} f_{N-2 l+2}-e_{N-2 l+1}
$$

and $g_{h}=f_{h}+\sum_{k=N-2 l+3}^{N} \alpha_{k j} e_{k}$ as in (3.3.5). Then the sequence $\left[\mathbf{e}_{[N]}+a_{\epsilon}\right]$ has limit $\left[\mathbf{e}_{[N]}+a\right]$ where the pure spinor $[a] \in \mathbb{S}_{N}^{+}$corresponds to the maximal $q$-isotropic subspace $H_{a}=\left\langle e_{1}, \ldots, e_{N-2 l+2}, g_{N-2 l+3}, \ldots, g_{N}\right\rangle_{\mathbb{C}}$ : in particular, $\left[\mathbf{e}_{[N]}+a\right] \in \Sigma_{l-1, N}$. By reversing this argument, one can always look at a point in $\Sigma_{l-1, N}$ as limit of a sequence in $\Sigma_{l, N}$.
2. The tangent points in $\Theta_{l-1, N}$ correspond to skew-symmetric matrices of size $N$ and rank $2 l-2$, while points in $\Theta_{l, N}$ to rank- $2 l$ skew-symmetric matrices of size $N$. As the former matrices lie in the closure of the latter ones, the thesis follows.
3. Consider $[q] \in \Theta_{l, N} \subset \tau\left(\mathbb{S}_{N}^{+}\right)$: then by Remark 5.1.9 $\operatorname{dim} H_{q}=N-2 l$ and there exists a curve of pure spinors $\gamma(t)=\{[a(t)] \mid t \in(-\epsilon, \epsilon)\} \subset \mathbb{S}_{N}^{+}$with direction $\gamma^{\prime}(0)=[q]$ such that (up to a smaller $\epsilon$ ) $d([a(t)],[a(0)])=l$ for any $t \in(0, \epsilon)$. In particular, for any $t>0$ it holds $\left[\frac{a(t)+a(0)}{t}\right] \in \Sigma_{l, N}$ and by definition $[q]=\left[\lim _{t \rightarrow 0} \frac{a(t)-a(0)}{t}\right]=\lim _{t \rightarrow 0}\left[\frac{a(t)+a(0)}{t}\right] \in \overline{\Sigma_{l, N}}$.

Lemma 5.1.11. For any $N \geq 6$ and $l=3: \frac{N}{2}$, it holds $\Sigma_{l, N} \neq \Theta_{l, N}$.
Proof. For $l=\frac{N}{2}$ the equality does not hold since for $N \geq 6$ one has $\tau\left(\mathbb{S}_{N}^{+}\right) \subsetneq \sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$. By contradiction, assume that there exists $3 \leq l \leq \frac{N}{2}-1$ such that the equality holds. Then Lemma 5.1.10 implies $\Sigma_{i, N}=\Theta_{i, N}$ for any $3 \leq i \leq l$ : in particular, $\Sigma_{3, N}=\Theta_{3, N}$. Since we want to deal with $3<\frac{N}{2}$, we assume $N \geq 7$.

Consider the tangent representative $\left[q_{3}\right]=\left[e_{1} \wedge e_{2}+e_{3} \wedge e_{4}+e_{5} \wedge e_{6}\right] \in \Theta_{3, N}$. It defines the subspace $H_{q_{3}}=\left\langle f_{7}, \ldots, f_{N}\right\rangle_{\mathbb{C}}$ of dimension $\operatorname{dim} H_{q_{3}}=N-6$. Set $E \cap E_{[6]}=\left\langle e_{1}, e_{2}, e_{3}, e_{4}, e_{5}, e_{6}\right\rangle_{\mathbb{C}}$. Since $\left[q_{3}\right] \in \Sigma_{3, N}$, there exist pure spinors $[a],[b] \in \mathbb{S}_{N}^{+}$such that $\left[q_{3}\right]=[a+b]$ and $d([a],[b])=3$. Then, being kernels, one gets $\left\langle f_{7}, \ldots, f_{N}\right\rangle_{\mathbb{C}}=H_{q_{3}}=H_{a+b}=H_{a} \cap H_{b}$, where the last equality follows from Corollary 5.1.5. This implies that $a+b \in \bigwedge^{e v}\left(E \cap E_{[6]}\right)$ and $[a],[b] \in \mathbb{S}_{6}^{+}$: in particular, the equality $\left[q_{3}\right]=[a+b]$ holds in $\Sigma_{3,6}$ for the representative $\left[q_{3}\right] \in \Theta_{3,6}$. But this means that $\Theta_{3,6}=\Sigma_{3,6}$, that is $\tau\left(\mathbb{S}_{6}^{+}\right)=\sigma_{2}\left(\mathbb{S}_{6}^{+}\right)$which is a contradiction.

Theorem 5.1.12. For any $N \geq 6$, the poset of $\operatorname{Spin}_{2 N}$-orbits in the secant variety of lines $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$is described by the graph in Figure (5.1), where arrows denote the inclusion of an orbit into the closure of the other orbit. In particular, the orbits $\Theta_{\frac{N}{2}, N}$ and $\Sigma_{\frac{N}{2}, N}$ are the dense orbits of the tangential and secant variety respectively.


Figure 5.1: Poset graph of $\operatorname{Spin}_{2 N^{-}}$orbits in $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$.

### 5.2 Identifiability in $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$

In Sec. 2.1 we have defined a point $[q] \in \sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)$to be identifiable if there exists a unique pair of pure spinors $([a],[b]) \in\left(\mathbb{S}_{N}^{+}\right)_{/ \mathfrak{S}_{2}}^{\times 2}$ such that $[q]=[a+b]$, which geometrically means that $[q]$ lies on a unique bisecant line to $\mathbb{S}_{N}^{+}$. On the contrary, $[q]$ is unidentifiable (or non-identifiable) if it lies on at least two distinct bisecant lines to $\mathbb{S}_{N}^{+}$. Recall that we say that a subset $Y \subset \sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)$
(eg. an orbit) is (un)identifiable if any of its points is so. Finally, the decomposition locus of $[q] \in \sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)$is the set $\operatorname{Dec}([q])=\left\{([x],[y]) \in\left(\mathbb{S}_{N}^{+}\right)_{/ \mathfrak{S}_{2}}^{\times 2} \mid[x+y]=[q]\right\}$.

Unidentifiability and decomposition loci for $\Sigma_{2, N}$ The 6-dimensional Spinor variety $\mathbb{S}_{4}^{+} \subset \mathbb{P}^{7}$ coincides with the 6-dimensional quadric $Q^{6} \subset \mathbb{P}^{7}$. In this case, the secant orbit $\Sigma_{2,4}$ is dense in $\sigma_{2}\left(\mathbb{S}_{4}^{+}\right)=\mathbb{P}^{7}$. Given $[q] \in \mathbb{P}^{7} \backslash \mathrm{Q}^{6}$, for any pair $([x],[y]) \in \operatorname{Dec}([q])$ in the decomposition locus it holds $d([x],[y])=2$, since $L([x],[y]) \nsubseteq \mathrm{Q}^{6}$.

Proposition 5.2.1. For any $[q] \in \mathbb{P}^{7} \backslash \mathrm{Q}^{6}$, the decomposition locus Dec $([q])$ is parametrized by the lines $\mathbb{P}^{1} \subset \mathbb{P}^{7}$ passing at $[q]$ and intersecting $\mathrm{Q}^{6}$ in two distinct points, i.e.

$$
\operatorname{Dec}([q]) \simeq \mathbb{P}^{6} \backslash \mathrm{Q}^{5} .
$$

In particular, the distance- 2 orbit $\Sigma_{2,4}$ is unidentifiable.
Proof. The set of lines $\mathbb{P}^{1} \subset \mathbb{P}^{7}$ passing through $[q]$ and intersecting $\mathrm{Q}^{6}$ in two distinct points is isomorphic to $\mathbb{P}^{6} \backslash \mathrm{Q}^{5}$ : indeed, points in $\mathrm{Q}^{5} \subset \mathbb{P}^{6}$ correspond to lines $\mathbb{P}^{1} \subset \mathbb{P}^{7}$ which are tangent to $\mathrm{Q}^{6}$. A pair $([x],[y]) \in\left(\mathrm{Q}^{6}\right)^{\times 2}$ gives a decomposition for $[q]=[x+y]$ if and only if the line $L([x],[y]) \subset \mathbb{P}^{7}$ contains $[q]$ and intersects $\mathrm{Q}^{6}$ exactly in the distinct points $[x],[y]$. Thus the thesis follows.

Example 5.2.2. For $\mathbb{S}_{4}^{+}$, consider the representative $\left[\mathbf{e}_{[4]}+\mathbb{1}\right]$ of the dense orbit $\Sigma_{2,4}$ : an alternative decomposition is

$$
\left[\mathbf{e}_{[4]}+\mathbb{1}\right]=\left[\left(\mathbf{e}_{[4]}-\mathbf{e}_{[2]}\right)+\left(\mathbf{e}_{[2]}+\mathbb{1}\right)\right]
$$

where both summands are pure spinors since $d\left(\left[\mathbf{e}_{[4]}\right],\left[\mathbf{e}_{[2]}\right]\right)=d\left(\left[\mathbf{e}_{[2]}\right],[\mathbb{1}]\right)=1$.
Proposition 5.2.3. For any $N \geq 6$, let $[q] \in \Sigma_{2, N}$ defining the $(N-4)$-dimensional isotropic subspace $H_{q} \subset \mathbb{C}^{2 N}$ via $\psi_{q}$ in (3.3.1). Let $\mathrm{Q}^{6} \subset \mathbb{P}^{7}=\mathbb{P}\left(H_{q}^{\perp} / H_{q}\right)$ be the quadric in the (projectivization of the) orthogonal quotient of $H_{q}$. For any $[\tilde{a}] \in \mathrm{Q}^{6}$, we denote by $[a]=\left[\tilde{a} \wedge H_{q}\right]$ the pure spinor in $\mathbb{S}_{N}^{+}$. Then the decomposition locus of $[q]$ is 6 -dimensional and isomorphic to the open set

$$
\operatorname{Dec}([q]) \simeq \mathrm{Q}^{6} \backslash\left\{[\tilde{a}] \in \mathrm{Q}^{6} \mid L([a],[q]) \subset \mathbb{S}_{N}^{+}\right\}
$$

In particular, the distance- 2 orbit $\Sigma_{2, N}$ is unidentifiable.
Proof. Fix $[q] \in \Sigma_{2, N}$. For any $([a],[b]) \in \operatorname{Dec}([q])$, the pure spinors $[a],[b]$ have Hamming distance 2 and define two maximal $q$-isotropic subspaces $H_{a}, H_{b}$ such that $H_{a} \cap H_{b}=H_{q}$. In particular, $\operatorname{dim}\left(H_{a} \cap H_{b}\right)=N-4$ and $\operatorname{dim}\left(\frac{\left(H_{a} \cap H_{b}\right)^{\perp}}{H_{a} \cap H_{b}}\right)=8$. Thus, in the orthogonal quotient space $W:=H_{q}^{\perp} / H_{q} \simeq \mathbb{C}^{8}$, they give the 4-dimensional (maximal) isotropic subspaces $H_{a} / H_{q}, H_{b} / H_{q}$ which intersect trivially, hence they correspond to two pure spinors $[\tilde{a}],[\tilde{b}] \in$ $\mathbb{S}_{4}^{+} \simeq \mathrm{Q}^{6}$ such that $d([\tilde{a}],[\tilde{b}])=2$ : in particular, the line $L([\tilde{a}],[\tilde{b}]) \nsubseteq \mathrm{Q}^{6}$ as well as $L([a],[b])=$ $L([a],[q]) \nsubseteq \mathbb{S}_{N}^{+}$.

On the other hand, start from a pure spinor $[\tilde{a}] \in \mathrm{Q}^{6}$ (look at the quadric as the Spinor
variety $\mathbb{S}_{4}^{+}$constructed from $W$ ) and consider the lifting of its corresponding subspace $\tilde{H}_{\tilde{a}} \in$ $\mathrm{OG}^{+}(4, W)$ to the subspace $H:=\left\langle\tilde{H}_{\tilde{a}}, H_{q}\right\rangle_{\mathbb{C}} \in \mathrm{OG}^{+}(N, V)$, which corresponds to the pure spinor $[a]=\left[\tilde{a} \wedge H_{q}\right] \in \mathbb{S}_{N}^{+}$. If $[\tilde{a}] \in \mathrm{Q}^{6}$ is such that $L([a],[q]) \nsubseteq \mathbb{S}_{N}^{+}$, then by Bézout ( $\mathbb{S}_{N}^{+}$is intersection of quadrics) there exists a unique $[b] \in \mathbb{S}_{N}^{+}$such that $L([a],[q]) \cap \mathbb{S}_{N}^{+}=\{[a],[b]\}$.
We conclude that each $[\tilde{a}] \in \mathrm{Q}^{6}$ such that $L([a],[q]) \nsubseteq \mathbb{S}_{N}^{+}$corresponds to a unique pair $([a],[b]) \in$ $\operatorname{Dec}([q])$ in the decomposition locus of $[q]$, hence the thesis.

Identifiability of orbits $\Sigma_{l, N}$ for $l \geq 3$. We show the identifiability of the secant orbits $\Sigma_{l, N}$ for $l \geq 3$ via an inductive argument, based on the injectivity of a wedge-multiplication map. The base case of the induction is given by the identifiability of the dense orbit $\Sigma_{\frac{N}{2}, N}$, which we prove via Clifford apolarity introduced in Sec. 3.6.
REmARK. The case of the 15 -dimensional spinor variety $\mathbb{S}_{6}^{+} \subset \mathbb{P}^{31}$ was already known [AR03, Example 5] as an example of variety with one apparent double point (OADP variety), namely a $n$-dimensional variety $X \subset \mathbb{P}^{2 n+1}$ such that through a general point of $\mathbb{P}^{2 n+1}$ there passes a unique secant line to $X$ [AR03, Definition 3].

Lemma 5.2.4. For any $N \geq 6$, the dense secant orbit $\Sigma_{\frac{N}{2}, N}$ is identifiable.
Proof. We prove that the representative $\left[\mathbf{e}_{[N]}+\mathbb{1}\right] \in \Sigma_{\frac{N}{2}, N}$ is identifiable. In the notation of Sec. 3.6, consider the map $\Phi_{\mathbf{e}_{[N]}+\mathbb{1}}: H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}(1)\right) \rightarrow H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}^{\vee}\right)^{\vee}$ corresponding to the Clifford apolarity (3.6.2)

$$
\begin{array}{cccc}
\Phi_{\mathbf{e}_{[N]}+\mathbb{1}}: \bigwedge^{o d} E^{\vee} & \rightarrow & E \oplus E^{\vee} \\
f & \mapsto & C_{\mathbf{e}_{[N]}+\mathbb{1}}(f)_{\left.\right|_{E}}+C_{f}\left(\mathbf{e}_{[N]}+\mathbb{1}\right)_{\left.\right|_{E} \vee}
\end{array} .
$$

Since $\operatorname{Rk} \Phi_{\mathbf{e}_{[N]}+\mathbb{1}}=2 N=2 \operatorname{Rk} \mathcal{U}(1)$, from Proposition 2.2.4 it is enough to prove that the common zero locus of $\operatorname{ker}\left(\Phi_{\mathbf{e}_{[N]}+\mathbb{1}}\right)$ is $\mathcal{Z}\left(\operatorname{ker}\left(\Phi_{\mathbf{e}_{[N]}+\mathbb{1}}\right)\right)=\left\{\left[\mathbf{e}_{[N]}\right]\right.$, $\left.[\mathbb{1}]\right\}$.
Given $f=\sum_{k=0}^{\frac{N-2}{2}} \sum_{I \in\binom{[N]}{2 k+1}} c_{I} \mathbf{f}_{I} \in \Lambda^{\text {od }} E^{\vee}$, one gets

$$
\Phi_{\mathbf{e}_{[N]}+\mathbb{1}}(f)=\left(f \cdot \mathbf{e}_{[N]}+f \cdot \mathbb{1}\right)_{\left.\right|_{E}}+\left(\mathbf{e}_{[N]} \cdot f+\mathbb{1} \cdot f\right)_{\left.\right|_{E V}}=\left(f \cdot \mathbf{e}_{[N]}\right)_{\left.\right|_{E}}+f_{\left.\right|_{E V}},
$$

hence

$$
\operatorname{ker}\left(\Phi_{\mathbf{e}_{[N]}+\mathbb{1}}\right)=\bigwedge^{3} E^{\vee} \oplus \ldots \oplus \bigwedge^{N-3} E^{\vee}
$$

Consider $a=\sum_{s=0}^{\frac{N}{2}} \sum_{J \in\binom{[N]}{2 s}} \alpha_{J} \mathbf{e}_{J} \in \Lambda^{e v} E$ such that $[a] \in \mathcal{Z}\left(\operatorname{ker}\left(\Phi_{\mathbf{e}_{[N]}+\mathbb{1}}\right)\right)$. From the vanishing of global sections in Lemma 3.6.6, we know that $\langle V \cdot f, a\rangle=0$ for any $f \in \operatorname{ker}\left(\Phi_{\mathbf{e}_{[N]}+\mathbb{1}}\right)$. In particular, for any index subset $I \subset[N]$ of odd cardinality from 3 to $N-3$ (so that $\mathbf{f}_{I}$ lies in the kernel), and for any basis vector $e_{\lambda} \in E$, we get

$$
\begin{align*}
0 & =\left\langle e_{\lambda} \cdot \mathbf{f}_{I}, a\right\rangle=\left\langle\mathbf{f}_{I}, e_{\lambda} \wedge a\right\rangle=\sum_{s=0}^{\frac{N}{2}} \sum_{J \in\binom{[N]}{2 s}} \alpha_{J}\left\langle\mathbf{f}_{I}, e_{\lambda} \wedge \mathbf{e}_{J}\right\rangle  \tag{5.2.1}\\
& =\sum_{s=0}^{\frac{N}{2}} \sum_{J \in\binom{[N]}{2 s}: J \not \supset \lambda}(-1)^{p o s(\lambda, J \cup\{\lambda\})+1} \alpha_{J}\left\langle\mathbf{f}_{I}, \mathbf{e}_{J \cup\{\lambda\}}\right\rangle=(-1)^{\operatorname{pos}(\lambda, I)+1} \alpha_{I \backslash\{\lambda\}}, \tag{5.2.2}
\end{align*}
$$

where $\operatorname{pos}(\lambda, I)$ denotes the position of $\lambda$ in the ordered subset $I$, and the last equality follows from Remark 3.6.4. Thus in $a$ there is no summand indexed by a subset $J$ such that $J \subset I$ and $|J|=|I|-1$ for any subset $I$ with $|I|=3,5, \ldots, N-3$. On the other hand, for any subset $I \subset[N]$ of odd cardinality from 3 to $N-3$ (i.e. $\mathbf{f}_{I} \in \operatorname{ker}\left(\Phi_{\mathbf{e}_{[N]}+\mathbb{1}}\right)$ ) and for any basis vector $f_{\nu} \in E^{\vee}$ such that $\nu \notin I$, it holds

$$
\begin{align*}
0 & =\left\langle f_{\nu} \cdot \mathbf{f}_{I}, a\right\rangle=\left\langle f_{\nu} \wedge \mathbf{f}_{I}, a\right\rangle=(-1)^{p o s(\nu, I \cup\{\nu\})+1} \sum_{s=0}^{\frac{n+1}{2}} \sum_{J \in\binom{[N]}{2 s}} \alpha_{J}\left\langle\mathbf{f}_{I \cup\{\nu\}}, \mathbf{e}_{J}\right\rangle  \tag{5.2.3}\\
& =(-1)^{p o s(\nu, I \cup\{\nu\})+1} \alpha_{I \cup\{\nu\}}, \tag{5.2.4}
\end{align*}
$$

implying that $a$ has no summand indexed by a subset $J$ such that $4 \leq|J| \leq N-2$. We deduce that every $[a] \in \mathcal{Z}\left(\operatorname{ker}\left(\Phi_{\mathbf{e}_{[N]}+\mathbb{1}}\right)\right)$ is such that $a=\alpha+\beta \mathbf{e}_{[N]} \in \mathbb{C} \oplus \bigwedge^{N} E$. Since $d\left(\mathbb{1}, \mathbf{e}_{[N]}\right)=\frac{N}{2}$, the line $L\left(\left[\mathbf{e}_{[N]}\right],[\mathbb{1}]\right)$ does not lie in $\mathbb{S}_{N}^{+}$: as Spinor varieties are intersections of quadrics, by Bézout the only points of the form $\left[\alpha \mathbb{1}+\beta \mathbf{e}_{[N]}\right]$ being pure spinors are for either $\alpha=0$ or $\beta=0$, that is $\mathcal{Z}\left(\operatorname{ker}\left(\Phi_{\mathbf{e}_{[N]}+\mathbb{1}}\right)\right)=\left\{\left[\mathbf{e}_{[N]}\right],[\mathbb{1}]\right\}$.

Theorem 5.2.5. For any $N \geq 6$ and $l \geq 3$, the secant orbit $\Sigma_{l, N} \subset \sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$is identifiable.
Proof. Fix $l \geq 3$ and consider the orbit $\Sigma_{l, N}=\operatorname{Spin}_{2 N} \cdot\left[\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}\right]$. By homogeneity, it is enough to show that the spinor $\left[\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}\right]$ is identifiable.

Assume ad absurdum that there exist two pure spinors $[a],[b] \in \mathbb{S}_{N}^{+} \backslash\left\{\left[\mathbf{e}_{[N]}\right],\left[\mathbf{e}_{[N-2 l]}\right]\right\}$ such that $[a+b]=\left[\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}\right]$. In particular, since $l \neq 1$, Corollary 5.1.5 implies that $H_{a} \cap H_{b}=$ $H_{a+b}=H_{\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}}=E \cap E_{N-2 l}$, where we recall that $E_{N-2 l}=\left\langle e_{1}, \ldots, e_{N-2 l}, f_{N-2 l+1}, \ldots, f_{N}\right\rangle_{\mathbb{C}}$. Since $\left\langle e_{1}, \ldots, e_{N-2 l}\right\rangle_{\mathbb{C}}=E \cap E_{N-2 l} \subset H_{a}, H_{b}$, by Proposition 3.3.2 it follows that there exist two spinors $a^{\prime}, b^{\prime} \in \bigwedge^{e v}\left(\left\langle e_{N-2 l+1}, \ldots, e_{N}\right\rangle_{\mathbb{C}}\right)$ such that $a=\mathbf{e}_{[N-2 l]} \wedge a^{\prime}$ and $b=\mathbf{e}_{[N-2 l]} \wedge b^{\prime}$ : by maximality of $H_{a}$ and $H_{b}$, the spinors $\left[a^{\prime}\right],\left[b^{\prime}\right] \in \mathbb{S}_{2 l}^{+}$are pure in a smaller Spinor variety where they have maximum Hamming distance $l$. Moreover, since $[a],[b] \in \mathbb{S}_{N}^{+} \backslash\left\{\left[\mathbf{e}_{[N]}\right],\left[\mathbf{e}_{[N-2 l]}\right]\right\}$, we also know that $\left[a^{\prime}\right],\left[b^{\prime}\right] \in \mathbb{S}_{2 l}^{+} \backslash\left\{\left[e_{N-2 l+1} \wedge \ldots \wedge e_{N}\right],[\mathbb{1}]\right\}$.
The spinor $[a+b]=\left[\mathbf{e}_{[N-2 l]} \wedge\left(a^{\prime}+b^{\prime}\right)\right] \in \Sigma_{l, N}$ is the image of $\left[a^{\prime}+b^{\prime}\right] \in \Sigma_{l, 2 l}$ via the wedgemultiplication map

$$
\begin{equation*}
\mathbf{e}_{[N-2 l]} \wedge \bullet: \bigwedge^{e v}\left\langle e_{N-2 l+1}, \ldots, e_{N}\right\rangle_{\mathbb{C}} \longrightarrow \bigwedge^{e v} E \tag{5.2.5}
\end{equation*}
$$

restricting to $\left(\mathbf{e}_{[N-2 l]} \wedge \bullet\right): \Sigma_{l, 2 l} \rightarrow \Sigma_{l, N}$. Since the above linear map is injective, the equality $\left(\mathbf{e}_{[N-2 l]} \wedge \bullet\right)\left(\left[a^{\prime}+b^{\prime}\right]\right)=\left(\mathbf{e}_{[N-2 l]} \wedge \bullet\right)\left(\left[e_{N-2 l+1} \wedge \ldots \wedge e_{N}+\mathbb{1}\right]\right)$ implies that $\left[a^{\prime}+b^{\prime}\right]=\left[e_{N-2 l+1} \wedge\right.$ $\left.\ldots \wedge e_{N}+\mathbb{1}\right]$. But the spinor $\left[e_{N-2 l+1} \wedge \ldots \wedge e_{N}+\mathbb{1}\right]$ is a representative for the dense orbit $\Sigma_{l, 2 l} \subset \sigma_{2}\left(\mathbb{S}_{2 l}^{+}\right)$, which is identifiable by Lemma 5.2.4 (since $l \geq 3$ ). Thus it holds $\left\{\left[a^{\prime}\right],\left[b^{\prime}\right]\right\}=$ $\left\{\left[e_{N-2 l+1} \wedge \ldots \wedge e_{N}\right],[\mathbb{1}]\right\}$, in contradiction to $\left[a^{\prime}\right],\left[b^{\prime}\right] \in \mathbb{S}_{2 l}^{+} \backslash\left\{\left[e_{N-2 l+1} \wedge \ldots \wedge e_{N}\right],[\mathbb{1}]\right\}$.

### 5.3 Tangential-identifiability in $\tau\left(\mathbb{S}_{N}^{+}\right)$

In this section we prove that any point of a tangent orbit $\Theta_{l, N}$ for $l \geq 3$ is tangentialidentifiable (cf. Definition 2.1.1), and we do so via Clifford apolarity (cf. Section 3.6). The
setting at the beginning of the chapter is assumed. Since for $N \leq 5$ it holds $\overline{\Theta_{2, N}}=\tau\left(\mathbb{S}_{N}^{+}\right)=$ $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$, in the following we assume $N \geq 6$.

Remark 5.3.1. The 15 -dimensional Spinor variety $\mathbb{S}_{6}^{+} \subset \mathbb{P}^{31}$ has been deeply studied in the context of the Freudenthal's magic square, (cf. Table 1.4). Indeed, $\mathbb{S}_{6}^{+}$is the third of the four Legendrian varieties lying in the third row of the square (associated to the group $\operatorname{Spin}_{12}$ - see [LM01]), while $\mathbb{P}^{31}=\sigma_{2}\left(\mathbb{S}_{6}\right)^{+}$is the third prehomogenous space in the fourth row (associated to the exceptional group $E_{7}$ - see [Cle03]). In both the above references the generic tangentialidentifiability of $\tau\left(\mathbb{S}_{6}^{+}\right)$is obtained: we refer to [LM01, Propp. 5.8-5.12] and [Cle03, Propp. 8.4, 9.8] for details.

In the notation of Section 3.6, for a tangent spinor $[q] \in \tau\left(\mathbb{S}_{N}^{+}\right) \backslash \mathbb{S}_{N}^{+}$we consider the map

$$
\Phi_{q}: H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}(1)\right) \longrightarrow H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{U}^{\vee}\right)^{\vee}
$$

corresponding to the Clifford apolarity in (3.6.2). Similarly to the proof of Lemma 5.2.4, we apply the nonabelian apolarity, but in this case we deal with non-reduced subschemes. Let $Y \subset \mathbb{S}_{N}^{+}$be a non-reduced subscheme of $\mathbb{S}_{N}^{+}$of length 2 such that $[q] \in\langle Y\rangle$, and let $Y_{\text {supp }}$ be its support: in particular, such a $Y$ corresponds to $\{[p],[q]\}$ for $[p] \in \mathbb{S}_{N}^{+}$such that $[q] \in T_{[p]} \mathbb{S}_{N}^{+}$, and $Y_{\text {supp }}=\{[p]\}$. Then by Proposition 2.2.3 we get $H^{0}\left(\mathbb{S}_{N}^{+}, I_{Y} \otimes \mathcal{U}(1)\right) \subset \operatorname{ker}\left(\Phi_{q}\right)$ and in particular $\mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q}\right)\right) \subset Y_{\text {supp }}$, where $\mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q}\right)\right)$ is the common zero locus of global sections in $\operatorname{ker}\left(\Phi_{q}\right)$. If such common zero locus is given by only one pure spinor $[p] \in \mathbb{S}_{N}^{+}$, then for any 0 -dimensional subscheme $Y \subset X$ of length 2 such that $[q] \in\langle Y\rangle$ it holds $Y_{\text {supp }}=\{[p]\}$, that is $[q]$ lies on only one tangent space, namely $T_{[p]} \mathbb{S}_{N}^{+}$, and $[q]$ is tangential-identifiable.
Theorem 5.3.2. For any $N \geq 6$ and $l \geq 3$, the tangent orbit $\Theta_{l, N} \subset \tau\left(\mathbb{S}_{N}^{+}\right)$is tangentialidentifiable.

Proof. Fix $l=3: \frac{N}{2}$. From the above argument it is enough to prove that $\mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q_{l}}\right)\right)=\{[\mathbb{1}]\}$ for $\left[q_{l}\right] \in T_{[\mathbb{1}]} \mathbb{S}_{N}^{+} \backslash \mathbb{S}_{n+1}^{+}$being the representative of $\Theta_{l, N}$ as in (5.1.7):

$$
q_{l}=\sum_{i=1}^{l} e_{2 i-1} \wedge e_{2 i} \in \bigwedge^{2} E
$$

From the Clifford apolarity, for any $f \in \bigwedge^{o d} E^{\vee}$ we have

$$
\Phi_{q_{l}}(f)=C_{q_{l}}(f)_{\left.\right|_{E}}+C_{f}\left(q_{l}\right)_{\left.\right|_{E^{V}}} .
$$

First, notice that for any $f=\sum_{r=1}^{N} \beta_{r} f_{r} \in E^{\vee}$ one gets

$$
C_{q_{l}}(f)=\sum_{r=1}^{N} \sum_{i=1}^{l} \beta_{r}\left[f_{r} \cdot\left(e_{2 i-1} \wedge e_{2 i}\right)\right]=\sum_{i=1}^{l}\left(\beta_{2 i-1} e_{2 i}-\beta_{2 i} e_{2 i-1}\right),
$$

implying that $\operatorname{ker}\left(\Phi_{q_{l}}\right) \cap E^{\vee}=\{0\}$. Moreover, since $q_{l} \in \bigwedge^{2} E$, it is straightforward that

$$
\bigwedge^{o d \geq 5} E^{\vee}:=\bigoplus_{k \geq 2}^{2 k+1} \bigwedge^{\vee} E^{\vee} \subset \operatorname{ker}\left(\Phi_{q_{l}}\right)
$$

As the images $\Phi_{q_{l}}\left(\bigwedge^{2 k+1} E^{\vee}\right)$ are linearly independent one to each other, we get

$$
\operatorname{ker}\left(\Phi_{q_{l}}\right)=\bigwedge^{o d \geq 5} E^{\vee} \oplus\left(\operatorname{ker}\left(\Phi_{q_{l}}\right) \cap \bigwedge^{3} E^{\vee}\right)
$$

thus $\mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q_{l}}\right)\right)$ is the intersection of the common zero loci of the two summands above.
Consider $[a] \in \mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q_{l}}\right)\right)$ such that $a=\sum_{s=0}^{\frac{N}{2}} \sum_{J \in\binom{[N]}{2 s}} \alpha_{J} \mathbf{e}_{J}$. From Lemma 3.6.6 it holds

$$
\langle V \cdot f, a\rangle=0 \quad, \forall f \in \bigwedge^{o d \geq 5} E^{\vee} \oplus\left(\operatorname{ker}\left(\Phi_{q_{l}}\right) \cap \bigwedge^{3} E^{\vee}\right)
$$

The same computation in (5.2.1) shows that for any index subset $I \subset[N]$ such that $|I|=$ $2 k+1 \geq 5$ and for any basis vector $e_{\lambda} \in E$ it holds $0=\left\langle e_{\lambda} \cdot \mathbf{f}_{I}, a\right\rangle=(-1)^{\operatorname{pos}(\lambda, I)+1} \alpha_{I \backslash\{\lambda\}}$ where again $\operatorname{pos}(\lambda, I)$ denotes the position of $\lambda$ in the ordered index subset $I$. We deduce that in $a$ there is no summand indexed by a subset $J$ such that $J \subset I$ and $|J|=|I|-1$ for any $|I| \geq 5$, hence $a \in \mathbb{C} \oplus \bigwedge^{2} E \oplus \bigwedge^{n+1} E$. On the other hand, the same computation as in (5.2.3) shows that for any $I \subset[N]$ such that $|I|=3$ and any basis vector $f_{\nu} \in E^{\vee}$ such that $\nu \notin I$, it holds $0=\left\langle f_{\nu} \cdot \mathbf{f}_{I}, a\right\rangle=(-1)^{\operatorname{pos}(\nu, I \cup\{\nu\})+1} \alpha_{I \cup\{\nu\}}$, hence $a$ has no summand in $\bigwedge^{N} E$ either. It follows

$$
\mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q_{l}}\right)\right)=\mathbb{P}\left(\mathbb{C} \oplus \bigwedge^{2} E\right) \cap \mathcal{Z}\left(\bigwedge^{3} E^{\vee} \cap \operatorname{ker}\left(\Phi_{q_{l}}\right)\right)
$$

Clearly, $[\mathbb{1}] \in \mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q_{l}}\right)\right)$ since for any $\lambda \in \mathbb{C}$ and any $f \in \Lambda^{3} E^{\vee}$ one has $\langle f, v \cdot \lambda\rangle=\lambda\langle f, v\rangle=$ 0 . Moreover, for any $b \in \bigwedge^{2} E$ it holds that $b \in \mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q_{l}}\right)\right)$ if and only if $\lambda+b \in \mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q_{l}}\right)\right)$ for any $\lambda \in \mathbb{C}$ : in particular, it is enough to prove that $\mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q_{l}}\right)\right) \cap \mathbb{P}\left(\bigwedge^{2} E\right)=\emptyset$ in order to conclude.

Let $[a] \in \mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q_{l}}\right)\right)$ be such that $a=\sum_{\{s \nsubseteq t\} \subset[N]} \alpha_{s t} e_{s} \wedge e_{t}$. First, consider an index subset $I \subset[N]$ such that $|I|=3$ and $\{2 k-1,2 k\} \nsubseteq I$ for any $k \in[l]$ : the condition $C_{\mathbf{f}_{I}}\left(q_{l}\right)_{\left.\right|_{E V}}=0$ implies $\mathbf{f}_{I} \in \operatorname{ker}\left(\Phi_{q_{l}}\right)$. Then, for any $e_{\lambda} \in E$ one gets

$$
0=\left\langle e_{\lambda} \cdot \mathbf{f}_{I}, a\right\rangle=\delta_{\lambda, i_{1}} \alpha_{i_{2}, i_{3}}-\delta_{\lambda, i_{2}} \alpha_{i_{1}, i_{3}}+\delta_{\lambda, i_{3}} \alpha_{i_{1}, i_{2}},
$$

for $\delta_{x y}$ being the Kronecker symbol. Since $N \geq 6$, given any two distinct indices $\{i \leq j\} \subset[N]$ such that $\{i, j\} \neq\{2 k-1,2 k\}$ for any $k \in[l]$, one can always find a third index $r \in[N] \backslash\{i, j\}$ such that $\{2 k-1,2 k\} \nsubseteq I=\{i, j, r\}$ for any $k \in[l]$. Thus for any $\{i, j\} \neq\{2 k-1,2 k\}$ it holds $\alpha_{i j}=0$ and

$$
\mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q_{l}}\right)\right) \cap \mathbb{P}\left(\bigwedge^{2} E\right) \subset\left\{[a]=\left[\sum_{k=1}^{l} \alpha_{2 k-1,2 k} e_{2 k-1} \wedge e_{2 k}\right]\right\}
$$

Now, for any $\{k \lesseqgtr h\} \subset[l]$ and any $r \in[N] \backslash\{2 k-1,2 k, 2 h-1,2 h\}$ consider $\mathbf{f}_{2 k-1,2 k, r}-$ $\mathbf{f}_{2 h-1,2 h, r} \in \bigwedge^{3} E^{\vee}$ : it is a straightforward count that $\mathbf{f}_{2 k-1,2 k, r}-\mathbf{f}_{2 h-1,2 h, r} \in \operatorname{ker}\left(\Phi_{q_{l}}\right)$. In particular, $0=\left\langle e_{r} \cdot\left(\mathbf{f}_{2 k-1,2 k, r}-\mathbf{f}_{2 h-1,2 h, r}\right), e_{r} \cdot a\right\rangle=\alpha_{2 k-1,2 k}-\alpha_{2 h-1,2 h}$, hence it holds

$$
\alpha_{2 k-1,2 k}=\alpha_{2 h-1,2 h} \quad, \forall\{h \npreceq k\} \subset[l] .
$$

It follows that $a=\alpha \cdot q_{l}$ for some $\alpha \in \mathbb{C}$. But $\left[q_{l}\right] \notin \mathbb{S}_{N}^{+}$(since $l \geq 3$ ), thus it has to be $\alpha=0$ and $\mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q_{l}}\right)\right) \cap \mathbb{P}\left(\bigwedge^{2} E\right)=\emptyset$. We conclude that $\mathcal{Z}\left(\operatorname{ker}\left(\Phi_{q_{l}}\right)\right)=\{[\mathbb{1}]\}$.

### 5.4 Dimensions of $\operatorname{Spin}_{2 N}-$ orbits in $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$

In this section we compute the dimensions of each orbit in the secant variety of lines to a Spinor variety. We have postponed this computation as we apply tangential-identifiability for computing dimensions in the tangent branch.
From [Zak93, Theorem 1.4] the secant orbit $\Sigma_{\frac{N}{2}, N}$ is dense of dimension

$$
\operatorname{dim} \Sigma_{\frac{N}{2}, N}=\operatorname{dim} \sigma_{2}\left(\mathbb{S}_{N}^{+}\right)= \begin{cases}2^{N-1}-1 & \text { for } N \leq 6  \tag{5.4.1}\\ N(N-1)+1 & \text { for } N \geq 6\end{cases}
$$

Moreover, for $N \geq 6$ the tangential variety has codimension 1, hence its dense orbit $\Theta_{\frac{N}{2}, N}$ has dimension

$$
\operatorname{dim} \Theta_{\frac{N}{2}, N}=\operatorname{dim} \tau\left(\mathbb{S}_{N}^{+}\right)=N(N-1), \quad \forall N \geq 6
$$

Recall that for $N \leq 5$ the Spinor variety $\mathbb{S}_{N}^{+}$has diameter 2, and the distance-2 orbit $\Sigma_{2, N}$ either does not exist (for $N \leq 3$ ) or it is the dense one. In this respect, in the following we assume $N \geq 6$.
Lemma 5.4.1. For any $N \geq 6$ and any $l=2: \frac{N}{2}-1$, the fibration

$$
\xi: \begin{array}{cccc}
\Sigma_{l, N} & \longrightarrow & \mathrm{OG}(N-2 l, V) & \\
& {[a+b]} & \mapsto & H_{a+b}
\end{array} \quad \stackrel{\text { Cor. } 5 \cdot 1.5}{=} H_{a} \cap H_{b}
$$

has fibers isomorphic to the dense orbit on the smaller Spinor variety $\mathbb{S}_{2 l}^{+}$, namely $\xi^{-1}(H) \simeq$ $\Sigma_{l, 2 l} \subset \sigma_{2}\left(\mathbb{S}_{2 l}^{+}\right)$. In particular,

$$
\overline{\xi^{-1}(H)} \simeq \sigma_{2}\left(\mathbb{S}_{2 l}^{+}\right)
$$

Proof. Consider the distance- $l$ orbit $\Sigma_{l, N}=\operatorname{Spin}_{2 N} \cdot\left[\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}\right]$ and the above fibration $\xi$. By homogeneity, it is enough to determine the fiber at the subspace $\xi\left(\left[\mathbf{e}_{[N]}+\mathbf{e}_{[N-2 l]}\right]\right)=E \cap$ $E_{N-2 l}=\left\langle e_{1}, \ldots, e_{N-2 l}\right\rangle_{\mathbb{C}}$. We set $V^{\prime}=\left\langle e_{N-2 l+1}, \ldots, e_{N}, f_{N-2 l+1}, \ldots, f_{N}\right\rangle_{\mathbb{C}}$ and $E^{\prime}=V^{\prime} \cap E$.

Let $[a+b] \in \xi^{-1}\left(E \cap E_{N-2 l}\right)$ : then $E \cap E_{l} \subset H_{a}$ (resp. $E \cap E_{l} \subset H_{b}$ ) and, by definition of the maximal $q$-isotropic subspaces as kernels of (3.3.1), we can write $[a]=\left[\mathbf{e}_{[N-2 l]} \wedge w_{a}\right]$ (resp. $[b]=\left[\mathbf{e}_{[N-2 l]} \wedge w_{b}\right]$ ) for some $w_{a} \in \bigwedge^{e v} E^{\prime}$ (resp. $w_{b} \in \bigwedge^{e v} E^{\prime}$ ). In particular, since $w_{a}$ and $w_{b}$ are defined by $2 l$ linearly independent columns in the matrices describing $H_{a}$ and $H_{b}$, they corresponds to maximal isotropic subspaces $H_{a}^{\prime}, H_{b}^{\prime} \subset \mathrm{OG}^{+}\left(2 l, V^{\prime}\right)$, hence $\left[w_{a}\right],\left[w_{b}\right] \in \mathbb{S}_{2 l}^{+}$. Finally, the condition $H_{a} \cap H_{b}=E \cap E_{N-2 l}$ implies $H_{a}^{\prime} \cap H_{b}^{\prime}=(0)$, hence [ $w_{a}$ ] and [ $w_{b}$ ] have maximum Hamming distance $d\left(\left[w_{a}\right],\left[w_{b}\right]\right)=l$ in $\mathbb{S}_{2 l}^{+}$. Therefore the injective wedgemultiplication map $\left(\mathbf{e}_{[N-2 l]} \wedge \bullet\right): \Sigma_{l, 2 l} \rightarrow \Sigma_{l, N}$ in (5.2.5) gives the biregular isomorphism

$$
\begin{aligned}
\xi^{-1}\left(E \cap E_{N-2 l}\right) & =\left\{[a+b] \in \Sigma_{l, N} \mid H_{a} \cap H_{b}=E \cap E_{N-2 l}\right\} \\
& =\left\{\left[\mathbf{e}_{[N-2 l]} \wedge\left(w_{a}+w_{b}\right)\right] \in \Sigma_{l, N} \mid\left[w_{a}\right],\left[w_{b}\right] \in \mathbb{S}_{2 l}^{+}, d\left(\left[w_{a}\right],\left[w_{b}\right]\right)=l\right\} \\
& \simeq\left\{\left[w_{a}+w_{b}\right] \in \sigma_{2}^{\circ}\left(\mathbb{S}_{2 l}^{+}\right) \mid d\left(\left[w_{a}\right],\left[w_{b}\right]\right)=l\right\} \\
& =\Sigma_{l, 2 l} .
\end{aligned}
$$

Proposition 5.4.2. For any $N \geq 6$ and $l=2: \frac{N}{2}-1$, the secant orbit $\Sigma_{l, N} \subset \sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)$has dimension

$$
\operatorname{dim} \Sigma_{l, N}= \begin{cases}\frac{N(N-1)}{2}+4 N-15 & \text { if } l=2 \\ \frac{N(N-1)}{2}+l(2 N-1)-2 l^{2}+1 & \text { if } l \geq 3\end{cases}
$$

Proof. Consider the fibration $\xi$ in Lemma 5.4.1. From the fiber dimension theorem we get

$$
\operatorname{dim} \Sigma_{l, N}=\operatorname{dim} \mathrm{OG}(N-2 l, V)+\operatorname{dim} \sigma_{2}\left(\mathbb{S}_{2 l}^{+}\right)
$$

In general, the orthogonal Grassmannian $\operatorname{OG}(r, M)$ coincides with the kernel of the global section $s_{q} \in H^{0}\left(\operatorname{Gr}(r, M), \operatorname{Sym}^{2} \mathcal{U}\right)$ induced by the quadratic form $q$ on $\mathbb{C}^{M}$, where $\mathcal{U}$ is the rank- $r$ universal bundle on $\operatorname{Gr}(r, M)$. Thus

$$
\operatorname{dim} \mathrm{OG}(r, M)=\operatorname{dim} \operatorname{Gr}(r, M)-\operatorname{Rk}\left(\operatorname{Sym}^{2}(\mathcal{U})\right)=r(M-r)-\binom{r+1}{2}
$$

The thesis follows by substituting $r=N-2 l$ and $M=2 N$, and recovering $\operatorname{dim} \sigma_{2}\left(\mathbb{S}_{2 l}^{+}\right)$from (5.4.1).

The above computation puts on light a particular feature of the second-to-last secant orbit. In the following result we need $N \geq 8$ in order to get an intermediate proper secant orbit between $\Sigma_{2, N}$ and $\Sigma_{\frac{N}{2}, N}$.
Corollary 5.4.3. For any $N \geq 8$, the closure of the second-to-last orbit $\sum_{\frac{N-2}{2}, N}$ is a divisor in $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$parametrized by the vanishing of a pfaffian. Indeed, up to chart-changing, all pure spinors $[a] \in \mathbb{S}_{N}^{+}$such that $d\left(\left[\mathbf{e}_{[N]}\right],[a]\right)=\frac{N-2}{2}$ correspond to maximal $q$-isotropic subspaces $H_{a}$ described by matrices $\left[\begin{array}{c}I_{N} \\ A\end{array}\right]$ where $\operatorname{Rk}(A)=N-\operatorname{dim}\left(E \cap H_{a}\right)=N-2$.

Proof. The thesis "being a divisor" is a straightforward count from Proposition 5.4.2. We show that the closure of $\Sigma_{\frac{N-2}{2}, N}$ is parametrized by the vanishing of a pfaffian.

The pure spinors $[a]^{2} \in \mathbb{S}_{N}^{+}$having Hamming distance $l$ from $\left[\mathbf{e}_{[N]}\right]$ correspond to subspaces $H_{a} \in \mathrm{OG}^{+}(N, V)$ such that $\operatorname{dim}\left(E \cap H_{a}\right)=N-2 l$. Up to chart-changing, we may assume that $H_{a}$ is described by the matrix $\left[\begin{array}{c}I_{N} \\ A\end{array}\right]$ for a certain $A \in \Lambda^{2} \mathbb{C}^{N}$ : in particular, $\operatorname{Rk}(A)=$ $N-\operatorname{dim}\left(E \cap H_{a}\right)=2 l$. It follows that the pure spinors having Hamming distance $l=\frac{N-2}{2}$ from $\left[\mathbf{e}_{[N]}\right]$ are described (up to chart-changing) by skew-symmetric matrices of rank $N-2$, that is they are parametrized by the vanishing of the pfaffian of such matrices. Now, given the pure spinor $\left[\mathbf{e}_{[N]}\right]$, the subvarieties

$$
\begin{gathered}
\mathcal{F}_{\mathbf{e}_{[N]}, \frac{N-2}{2}}=\left\{\left[\mathbf{e}_{[N]}+a\right] \mid[a] \in \mathbb{S}_{N}^{+}, d\left(\left[\mathbf{e}_{[N]}\right],[a]\right) \leq \frac{N-2}{2}\right\} \subset \overline{\Sigma_{\frac{N-2}{2}, N}}, \\
\mathcal{F}_{\mathbf{e}_{[N]}}=\left\{\left[\mathbf{e}_{[N]}+a\right] \mid[a] \in \mathbb{S}_{N}^{+}\right\} \subset \sigma_{2}^{\circ}\left(\mathbb{S}_{N}^{+}\right)
\end{gathered}
$$

are such that $\mathcal{F}_{\mathbf{e}_{[N]}, \frac{N-2}{2}}=\mathcal{F}_{\mathbf{e}_{[N]}} \cap V(\operatorname{Pf}(A))$ : more in general, for any pure spinor $[b] \in \mathbb{S}_{N}^{+}$it holds $\mathcal{F}_{b, \frac{N-2}{2}}=\mathcal{F}_{b} \cap V(\operatorname{Pf}(A))$, giving the rational isomorphism in the thesis.

We are left with computing dimensions in the tangent branch for $N \geq 6$. From Proposition 5.4.2 we know that $\Theta_{2, N}=\Sigma_{2, N}$ has dimension $\frac{N(N-1)}{2}+4 N-15$. Thus in the following we assume $N \geq 6$ and $l=3: \frac{N-1}{2}-1$.

Remark. In the following proof we use that the tangent orbits $\Theta_{l, N}$ for $l \geq 3$ are tangentiallyidentifiable (cf. Theorem 5.3.2): each point $[q] \in \Theta_{l, N}$ lies on a unique tangent space $T_{[a]} \mathbb{S}_{N}^{+}$.

Proposition 5.4.4. For any $N \geq 6$ and any $l=3: \frac{N}{2}-1$, the tangent orbit $\Theta_{l, N} \subset \tau\left(\mathbb{S}_{N}^{+}\right)$ has dimension

$$
\operatorname{dim} \Theta_{l, N}=\frac{N(N-1)}{2}+l(2 N-1)-2 l^{2}
$$

In particular, for such $N, l$, the closure $\overline{\Theta_{l, N}}$ is a divisor in $\overline{\Sigma_{l, N}}$.
Proof. Given $\left[\bigwedge^{2} \mathbb{C}^{N}\right]_{2 l}$ the space of rank- $2 l$ skew-symmetric matrices of size $N$, from Sec. 5.1.2 we know that for any $l=2: \frac{N}{2}$ it holds

$$
\Theta_{l, N}=\bigcup_{[a] \in \mathbb{S}_{N}^{+}}\left[T_{[a]} \mathbb{S}_{N}^{+}\right]_{2 l} \simeq \bigcup_{[a] \in \mathbb{S}_{N}^{+}}\left[\bigwedge^{2} \mathbb{C}^{N}\right]_{2 l}
$$

For $l \geq 3$, any tangent $[q] \in \Theta_{l, N}$ belongs to a unique tangent space $T_{[a]} \mathbb{S}_{N}^{+}$, hence

$$
\operatorname{dim} \Theta_{l, N}=\operatorname{dim} \mathbb{S}_{N}^{+}+\operatorname{dim}\left[\bigwedge^{2} \mathbb{C}^{N}\right]_{2 l} \quad, \forall l \geq 3
$$

The space $\left[\bigwedge^{2} \mathbb{C}^{N}\right]_{2 l}$ is the $\mathrm{GL}(N)$-orbit in $\mathbb{C}^{N} \otimes \mathbb{C}^{N}$ of the skew-symmetric matrix $C_{l}$ in (5.1.8) having stabilizer isomorphic to $\operatorname{Sp}(2 l) \times \mathrm{GL}(N-2 l) \times\left(\mathbb{C}^{2 l} \otimes \mathbb{C}^{N-2 l}\right)$. Therefore one gets

$$
\operatorname{dim}\left[\bigwedge^{2} \mathbb{C}^{N}\right]_{2 l}=N^{2}-\left[\binom{2 l+1}{2}+2 l(N-2 l)+(N-2 l)^{2}\right]=l(2 N-1)-2 l^{2}
$$

and the thesis straightforwardly follows.
Example 5.4.5. The Spinor variety $\mathbb{S}_{6}^{+} \subset \mathbb{P}\left(\bigwedge^{e v} \mathbb{C}^{6}\right) \simeq \mathbb{P}^{31}$ has diameter 3. Set $G=\operatorname{Spin}(12)$ and $v_{\omega_{6}}=e_{1} \wedge \ldots \wedge e_{6}$. The secant variety $\sigma_{2}\left(\mathbb{S}_{6}^{+}\right)$stratifies in the $\operatorname{Spin}(12)$-orbits


Figure 5.2: Poset graph of the $\operatorname{Spin}_{12}$-orbits in $\sigma_{2}\left(\mathbb{S}_{6}^{+}\right)$, and their dimensions.

This poset and the dimensions were already known to J.M. Landsberg and L. Manivel [LM01] in the context of Legendrian varieties. Actually, as confirmed by the authors (which we thank for the confrontation), our arguments allow to recognize a misprint in [LM01, Proposition 5.10], where the dimension of the orbit $\sigma_{+}$(in the authors' notation, corresponding to our $\Sigma_{2,6}$ for $m=4)$ is $5 m+4$ instead of $5 m+3$.

Example 5.4.6. The Spinor variety $\mathbb{S}_{8}^{+} \subset \mathbb{P}\left(\bigwedge^{e v} \mathbb{C}^{8}\right) \simeq \mathbb{P}^{127}$ has diameter 4: this is the only case in which the inclusion $\overline{\Theta_{3,8}} \subset \overline{\Theta_{4,8}} \cap \overline{\Sigma_{3,8}}$ actually is an equality.


Figure 5.3: Poset graph of the $\operatorname{Spin}_{16}$-orbits in $\sigma_{2}\left(\mathbb{S}_{8}^{+}\right)$, and their dimensions.

### 5.5 The 2-nd Terracini locus of $\mathbb{S}_{N}^{+}$

We recall the definition of the second Terracini locus from Sec. 4.5:

$$
\operatorname{Terr}_{2}\left(\mathbb{S}_{N}^{+}\right):=\overline{\left\{\left\{p_{1}, p_{2}\right\} \in \operatorname{Hilb}_{2}\left(\mathbb{S}_{N}^{+}\right) \mid \operatorname{dim}\left\langle T_{p_{1}} \mathbb{S}_{N}^{+}, T_{p_{2}} \mathbb{S}_{N}^{+}\right\rangle \lesseqgtr \operatorname{dim} \sigma_{2}\left(\mathbb{S}_{N}^{+}\right)\right\}}
$$

We consider the abstract secant variety (cf. Sec. 2.1)

$$
A b \sigma_{2}\left(\mathbb{S}_{N}^{+}\right):=\left\{(\mathcal{Z},[q]) \in \operatorname{Hilb}_{2}\left(\mathbb{S}_{N}^{+}\right) \times \mathbb{P}\left(\bigwedge^{e v} E\right) \mid[q] \in\langle\mathcal{Z}\rangle\right\}
$$

and the diagram

where $\pi_{1}$ and $\pi_{2}$ are the natural projection from the abstract secant variety onto the first and second factor respectively.
As already pointed out in Remark 4.6.5 for the case of Grassmannians, the second Terracini locus tells us where the differential of the projection from the abstract secant variety onto the secant variety drops rank: this information, combined with the identifiability, allows to deduce
the smoothness on the locus of points which are both identifiable and outside the Terracini locus. In the following we consider $N \geq 7$ as for $N \leq 6$ the second secant variety coincides with the ambient space.

Theorem 5.5.1. For any $N \geq 7$, the second Terracini locus $\operatorname{Terr}_{2}\left(\mathbb{S}_{N}^{+}\right)$of the Spinor variety $\mathbb{S}_{N}^{+}$corresponds to the distance -2 orbit closure $\overline{\Sigma_{2, N}}$. More precisely, in the above notation, it holds

$$
\operatorname{Terr}_{2}\left(\mathbb{S}_{N}^{+}\right)=\left(\pi_{1} \circ \pi_{2}^{-1}\right)\left(\overline{\Sigma_{2, N}}\right)
$$

Proof. Given a point $[a+b] \in \sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$for certain $[a],[b] \in \mathbb{S}_{N}^{+}$, we show that $\operatorname{dim}\left\langle T_{[a]} \mathbb{S}_{N}^{+}, T_{[b]} \mathbb{S}_{N}^{+}\right\rangle$ drops if and only if $[a+b] \in \overline{\Sigma_{2, N}}=\mathbb{S}_{N}^{+} \sqcup \Sigma_{2, N}$, that is if and only if $d([a],[b]) \leq 2$.
If $d([a],[b])=1$, then any point on the line $L([a],[b]) \subset \mathbb{S}_{N}^{+}$is direction of the curve defined by such line, that is $L([a],[b]) \subset T_{[a]} \mathbb{S}_{N}^{+} \cap T_{[b]} \mathbb{S}_{N}^{+}$.

If $d([a],[b])=2$, then there exists $[c] \in \mathbb{S}_{N}^{+}$such that $L([a],[c]), L([c],[b]) \subset \mathbb{S}_{N}^{+}$. In particular, from the previous case we deduce $[c] \in T_{[a]} \mathbb{S}_{N}^{+} \cap T_{[b]} \mathbb{S}_{N}^{+}$.

On the other hand, if the dimension drops, then there exists a common non-zero tangent point $[x] \in T_{[a]} \mathbb{S}_{N}^{+} \cap T_{[b]} \mathbb{S}_{N}^{+}$. In particular, $[x]$ is not tangential-identifiable, hence $[x] \in \Theta_{2, N}$. From the definition (5.1.6) of $\Theta_{2, N} \cap T_{[a]} \mathbb{S}_{N}^{+}$as the set of rank-4 skew-symmetric matrices in $T_{[a]} \mathbb{S}_{N}^{+}$, we know that $[x]=[y+z]$ for $[y],[z] \in \Theta_{1, N} \cap T_{[a]} \mathbb{S}_{N}^{+}=\mathbb{S}_{N}^{+} \cap T_{[a]} \mathbb{S}_{N}^{+}$skew-symmetric matrices of rank 2. In particular, $[a+y]$ and $[a+z]$ lie in $\mathbb{S}_{N}^{+}$, that is $d([a],[y])=d([a],[z])=1$. The same argument shows that also $d([b],[y])=d([b],[z])=1$. We conclude that $d([a],[b]) \leq 2$.

### 5.6 Results on the singular locus of $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$

This section is devoted to study the singular locus of the secant variety of lines $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$to a Spinor variety $\mathbb{S}_{N}^{+}$. We use results on identifiability from previous sections.

Remark. As defective cases, the secant varieties $\sigma_{2}\left(\mathbb{S}_{4}^{+}\right)=\tau\left(\mathbb{S}_{4}^{+}\right)=\mathbb{P}^{7}$ and $\sigma_{2}\left(\mathbb{S}_{5}^{+}\right)=\tau\left(\mathbb{S}_{5}^{+}\right)=$ $\mathbb{P}^{15}$ overfill the ambient space. On the other hand, the secant variety $\sigma_{2}\left(\mathbb{S}_{6}^{+}\right)=\mathbb{P}^{31}$ perfectly fills the ambient space (hence it is smooth), but the tangential variety $\tau\left(\mathbb{S}_{6}^{+}\right)$is a quartic hypersurface in it. Accordingly to Remark 5.3.1, $\mathbb{S}_{6}^{+}$has been widely studied in [LM01; LM07] and it has been proven that $\operatorname{Sing}\left(\tau\left(\mathbb{S}_{6}^{+}\right)\right)=\overline{\Sigma_{2,6}}$ (corresponding to $\sigma_{+}$in [LM07]).

According to the above remark, we assume $N \geq 7$, so that $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \subsetneq \mathbb{P}^{2^{N-1}-1}$. In the same spirit of Remark 4.6.5, in the following we consider the alternative definition of abstract secant variety (cf. Remark 2.1.4)

$$
\left.\left.A b \sigma_{2}\left(\mathbb{S}_{N}^{+}\right):=\overline{\left\{([a],[b],[q]) \in\left(\mathbb{S}_{N}^{+}\right)_{/ \mathfrak{S}_{2}}^{2} \times \mathbb{P}(\bigwedge \bigwedge\right.} \bigwedge^{e v} E\right) \mid[q] \in\langle[a],[b]\rangle\right\},
$$

which is smooth outside the preimage of the diagonal $\Delta_{X} \subset\left(\mathbb{S}_{N}^{+}\right)_{/ \mathfrak{G}_{2}}^{2}$ via the projection onto the first factor. In particular, given $\pi$ the projection onto the second factor, the preimage $\pi^{-1}\left(\sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \backslash \overline{\Sigma_{2, N}}\right)$ is smooth in $A b \sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$.

Lemma 5.6.1. For any $N \geq 7$, the distance -2 orbit $\Sigma_{2, N}$ lies in the singular locus $\operatorname{Sing}\left(\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)\right)$ of the secant variety of lines to the Spinor variety $\mathbb{S}_{N}^{+}$. In particular,

$$
\overline{\Sigma_{2, N}} \subset \operatorname{Sing}\left(\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)\right)
$$

Proof. Clearly, the Spinor variety is singular in its secant variety of lines, hence we just have to prove the singularity of the distance -2 orbit $\Sigma_{2, N}$. We assume by contradiction that $\Sigma_{2, N}$ is smooth: then the poset in Theorem 5.1.12 implies that all the open subset $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \backslash \mathbb{S}_{N}^{+}$is smooth. Consider the projection from the abstract secant variety onto the second factor

$$
\begin{array}{cccc}
\pi: & A b \sigma_{2}\left(\mathbb{S}_{N}^{+}\right) & \longrightarrow & \sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \\
& ([a],[b],[q]) & \mapsto & {[q]}
\end{array}
$$

The (tangential-)identifiability of the orbits $\Sigma_{l, N}$ and $\Theta_{l, N}$ for $l \geq 3$ (cf. Theorem 5.2.5 and Theorem 5.3.2) implies that the restriction of $\pi$ to the open subset $\pi^{-1}\left(\sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \backslash \overline{\Sigma_{2, N}}\right)$ is a bijection of smooth open subsets, hence it is an isomorphism. On the other hand, the orbit $\Sigma_{2, N}$ is unidentifiable and any of its points has 6-dimensional decomposition locus (cf. Proposition 5.2.3), thus the differential $d(\pi)_{([a],[b],[q])}$ drops rank exactly at the points in the preimage $\pi^{-1}\left(\overline{\Sigma_{2, N}}\right)$.

It follows that the restriction

$$
\pi_{\mid}: A b \sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \backslash \pi^{-1}\left(\mathbb{S}_{N}^{+}\right) \longrightarrow \sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \backslash \mathbb{S}_{N}^{+}
$$

is a morphism of smooth varieties of the same dimension: in particular, the locus of points where the rank of the differential drops is a (determinantal) divisor. We show that the preimage

$$
\left\{([a],[b],[q]) \in A b \sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \backslash \pi^{-1}\left(\mathbb{S}_{N}^{+}\right) \mid \operatorname{Rk} d(\pi)_{([a],[b],[q])}<N(N-1)\right\}=\pi_{\mid}^{-1}\left(\overline{\Sigma_{2, N}}\right)
$$

cannot be a divisor (leading to a contradiction). Indeed, from Proposition 5.4.2 we know that $\operatorname{dim} \Sigma_{2, N}=\frac{N(N-1)}{2}+4 N-15$, and from Proposition 5.2.3 that the decomposition locus of any point in $\Sigma_{2, N}$ is 6-dimensional, thus from the fiber dimension theorem we get $\operatorname{dim} \pi_{\mid}^{-1}\left(\overline{\Sigma_{2, N}}\right)=$ $\operatorname{dim} \Sigma_{2, N}+6=\frac{N(N-1)}{2}+4 N-9$ and

$$
\operatorname{dim} A b \sigma_{2}\left(\mathbb{S}_{N}^{+}\right)-\operatorname{dim} \pi_{\mid}^{-1}\left(\overline{\Sigma_{2, N}}\right)=\frac{N(N-1)}{2}-4 N+10 \stackrel{N \geq 7}{\not} 1
$$

Thus $\pi_{\mid}^{-1}\left(\overline{\Sigma_{2, N}}\right)$ cannot be a divisor for $N \geq 7$, giving the contradiction. We deduce the inclusion $\Sigma_{2, N} \subset \operatorname{Sing}\left(\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)\right)$.

Lemma 5.6.2. For any $N \geq 7$ and any $l=3: \frac{N}{2}$, the secant orbit $\Sigma_{l, N}$ is smooth in the secant variety of lines $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$. In particular, the singular locus of the secant variety of lines to the Spinor variety $\mathbb{S}_{N}^{+}$lies in the tangential variety:

$$
\operatorname{Sing}\left(\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)\right) \subset \tau\left(\mathbb{S}_{N}^{+}\right)
$$

Proof. From Proposition 5.2.5 we know that the secant orbits $\Sigma_{l, N}$ for $l=3: N$ are identifiable. Moreover, from the poset in Figure 5.1 it holds

$$
\Sigma_{3, N} \sqcup \ldots \sqcup \Sigma_{\frac{N}{2}, N}=\sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \backslash \tau\left(\mathbb{S}_{N}^{+}\right)
$$

Then the projection $\pi: A b \sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \rightarrow \sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$from the abstract secant variety onto the second factor restricts to a bijection

$$
\pi^{\prime}: \pi^{-1}\left(\sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \backslash \tau\left(\mathbb{S}_{N}^{+}\right)\right) \rightarrow \sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \backslash \tau\left(\mathbb{S}_{N}^{+}\right)
$$

Finally, the points in $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \backslash \tau\left(\mathbb{S}_{N}^{+}\right)$are outside the Terracini locus $\operatorname{Terr}_{2}\left(\mathbb{S}_{N}^{+}\right)$(cf. Theorem 5.5.1), thus for any point $[p+q] \in \sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \backslash \tau\left(\mathbb{S}_{N}^{+}\right)$it holds $T_{p} \mathbb{S}_{N}^{+} \cap T_{q} \mathbb{S}_{N}^{+}=\{0\}$. In particular, for such points the differential $d \pi_{([p],[q],[p+q])}^{\prime}$ maps $T_{p} \mathbb{S}_{N}^{+} \times T_{q} \mathbb{S}_{N}^{+}$to $T_{p} \mathbb{S}_{N}^{+} \oplus T_{q} \mathbb{S}_{N}^{+}$, hence it is injective. It follows that $\pi^{\prime}$ is an isomorphism and the open subset $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \backslash \tau\left(\mathbb{S}_{N}^{+}\right)$is smooth in the secant variety of lines.

Collecting Lemma 5.6.1 and Lemma 5.6.2 we get the bound on the singular locus

$$
\overline{\Sigma_{2, N}} \subset \operatorname{Sing}\left(\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)\right) \subset \tau\left(\mathbb{S}_{N}^{+}\right)
$$

However, at this point we haven't been able to get more information on the singular locus of $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$, but we have a conjecture whose proof is left for future work.

Conjecture 5.6.3. For any $N \geq 7$, the singular locus of the secant variety of lines to the Spinor variety $\mathbb{S}_{N}^{+}$is the closure of the distance-2 orbit, i.e.

$$
\operatorname{Sing}\left(\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)\right)=\overline{\Sigma_{2, N}}=\mathbb{S}_{N}^{+} \sqcup \Sigma_{2, N}
$$

Although we don't have a proof yet, in Sec. 7.3 we propose an argument suggesting that the conjecture is actually true.

## Chapter 6

## What about other generalized Grassmannians?

The identity between the poset graphs of $G$-orbits in the secant varieties of lines to Grassmannians (cf. Figure 4.1) and to Spinor varieties (cf. 5.1) suggests that such poset graph may hold for other generalized Grassmannians too. This chapter is addressed to investigated so. In Sec. 6.1 we show that cominuscule varieties are very good candidates: a complete proof is left for future work. In Sec. 6.2 we show that such graph does not hold for every generalized Grassmannian, by exhibiting an example: this has been obtained during a visit at Institut de Mathématiques de Toulouse with Prof. Laurent Manivel, whom the candidate thanks for the inspiring suggestions.

We assume notation and results from Chap. 1. Let $G$ be a semisimple simply connected complex Lie group and let $P_{k}$ be a maximal parabolic subgroup corresponding to the simple root $\alpha_{k} \in \Delta$, or equivalently to the fundamental weight $\omega_{k}$. Let $\mathcal{W}$ and $\mathcal{W}_{P_{k}}$ be the Weyl groups of $G$ and $P_{k}$ respectively. Given $V_{\omega_{k}}^{G}$ the irreducible $G$-representation with highest weight $\omega_{k}$, we denote by $v_{\omega_{k}} \in V_{\omega_{k}}^{G}$ a highest weight vector, so that $P_{k}=\operatorname{stab}{ }_{G}\left(v_{\omega_{k}}\right)$. Let $G / P_{k}=G \cdot\left[v_{\omega_{k}}\right] \subset \mathbb{P}\left(V_{\omega_{k}}^{G}\right)$ be the projective generalized Grassmannian minimally embedded in $\mathbb{P}\left(H^{0}\left(X, \mathcal{O}_{G / P_{k}}(1)\right)^{\vee}\right)=\mathbb{P}\left(V_{\omega_{k}}^{G}\right)$.

In the notation of Sec. 2.1, let $\sigma_{2}\left(G / P_{k}\right) \subset \mathbb{P}\left(V_{\omega_{k}}^{G}\right)$ be the secant variety of lines to $G / P_{k}$ in its minimal embedding, obtained as union of the dense subset $\sigma_{2}^{\circ}\left(G / P_{k}\right)$ of points lying on bisecant lines to $G / P_{k}$, and of the tangential variety $\tau\left(G / P_{k}\right)$, whose points lie on tangent lines to $G / P_{k}$.
$G$-orbits in $\sigma_{2}^{\circ}\left(G / P_{k}\right)$. The $G$-orbits in the dense subset $\sigma_{2}^{\circ}\left(G / P_{k}\right)$ are in bijection with the $G$-orbits in $\left(G / P_{k}\right) \times\left(G / P_{k}\right)$, on which $G$ acts diagonally:

$$
g \cdot([x],[y])=(g \cdot[x], g \cdot[y]) \quad, \forall g \in G, \forall[x],[y] \in G / P_{k} .
$$

By homogeneity of $G / P_{k}$, any pair $([x],[y]) \in\left(G / P_{k}\right) \times\left(G / P_{k}\right)$ is $G$-conjugated to a pair of the form $\left(\left[v_{\omega_{k}}\right],\left[y^{\prime}\right]\right)$, whose first entry is left fixed by $P_{k}=\operatorname{stab}_{G}\left(v_{\omega_{k}}\right)$. Since $P_{k}$ moves only the second entry, the $G$-orbits in $\left(G / P_{k}\right) \times\left(G / P_{k}\right)$ are in bijection with $P_{k}$-orbits in $G / P_{k}$ : in particular, we get the bijection between the cosets

$$
\frac{\sigma_{2}^{\circ}\left(G / P_{k}\right)}{G} \longleftrightarrow \frac{G / P_{k}}{P_{k}}=P_{k} \backslash G / P_{k}
$$

From the Bruhat decomposition of $G$ (cf. Sec. 1.1) one recovers the Bruhat decomposition of $G / P_{k}=\bigsqcup_{w \in \mathcal{W} / \mathcal{W}_{P_{k}}} B w P_{k}$, so that

$$
P_{k} \backslash G / P_{k}=\bigsqcup_{w \in \mathcal{W}_{P_{k}} \backslash \mathcal{W} / \mathcal{W}_{P_{k}}} P_{k} w P_{k} .
$$

Remark 6.0.1. The $P_{k}$-orbits in $G / P_{k}$ (hence the $G$-orbits in $\sigma_{2}^{\circ}\left(G / P_{k}\right)$ ) are always finitely many.
$G$-orbits in $\tau\left(G / P_{k}\right)$. As already pointed out in the previous chapters, by homogeneity of $G / P_{k}$, the action of $G$ on the tangential variety $\tau\left(G / P_{k}\right)$ conjugates all tangent spaces $T_{[x]}\left(G / P_{k}\right)$ as $[x] \in G / P_{k}$ varies, since $g \cdot T_{[x]}\left(G / P_{k}\right)=T_{[g \cdot x]}\left(G / P_{k}\right)$. It follows that any $G$-orbit $\mathcal{O}$ in $\tau(X)$ is of the form

$$
\mathcal{O}=\bigcup_{[x] \in G / P_{k}}\left(\mathcal{O} \cap T_{[x]}\left(G / P_{k}\right)\right)
$$

hence it is enough to determine $\mathcal{O} \cap T_{\left[\omega_{\omega_{k}}\right]}\left(G / P_{k}\right)$ and then move it by $G$-action. But $\mathcal{O} \cap$ $T_{\left[v_{\omega_{k}}\right]}\left(G / P_{k}\right)$ is a $P_{k}$-orbit, hence determining the $G$-orbits in $\tau\left(G / P_{k}\right)$ is equivalent to determining the $P_{k}$-orbits in $T_{\left[v_{\omega_{k}}\right]}\left(G / P_{k}\right) \simeq \mathfrak{g} / \mathfrak{p} \otimes \mathbb{C} v_{\omega_{k}} \simeq \mathfrak{p}_{k}^{u}$ :

$$
\frac{\tau\left(G / P_{k}\right)}{G} \longleftrightarrow \frac{T_{\left[v_{\omega_{k}}\right]}\left(G / P_{k}\right)}{P_{k}} \longleftrightarrow \frac{\mathfrak{g} / \mathfrak{p}_{k}}{P_{k}}
$$

REmARK 6.0.2. Unlike the orbits in $\sigma_{2}^{\circ}\left(G / P_{k}\right)$ (cf. Remark 6.0.1), the tangent space $\mathfrak{g} / \mathfrak{p}_{k} \simeq \mathfrak{p}_{k}^{u}$ may contain infinitely many $P_{k}$-orbits. The cases in which the nilpotent algebra $\mathfrak{p}_{k}^{u}$ has finitely many $P$-orbits have been classified by L. Hille and G. Röhrle [HR99, Theorem 1.1].

Remark. It is surprising that the algebra $\mathfrak{g} / \mathfrak{p}$ (hence the tangential variety $\tau(G / P)$ ) may have infinitely many orbits although the ones in $G / P$ (hence in the dense subset $\sigma_{2}^{\circ}(G / P)$ ) are always finitely many. This means that a secant orbit may degenerate to infinitely many tangent orbits.

## 6.1 $G$-orbits in $\sigma_{2}(G / P)$ for $G / P$ cominuscule

In this section we restrict to consider only fundamental weights $\omega_{k}$ (hence generalized Grassmannians $G / P_{k}$ ) which are cominuscule. We assume notation and results from Sec. 1.4.

From the first part of this chapter we know that the dense subset $\sigma_{2}\left(G / P_{k}\right)$ has always finitely
many $G$-orbits parametrized by double cosets $\mathcal{W}_{P_{k}} \backslash \mathcal{W} / \mathcal{W}_{P_{k}}$ of the Weyl group. Moreover, from Proposition 1.4.1 we know that the tangent space $\mathfrak{g} / \mathfrak{p}_{k}=\mathfrak{g}_{-1}$ is an irreducible $P_{k}$-module.
In the following we collects already-known results which allow to prove that the $P_{k}$-orbits in $\mathfrak{g} / \mathfrak{p}_{k}$ are finitely many too, and they are as many as the $P_{k}$-orbits in $G / P_{k}$ : we denote by $d_{G, k}$ such value.

Proposition 6.1.1. In the above notation, let $G / P_{k}$ be a cominuscule variety. Then:

1. There are $d_{G / P_{k}}-$ many $P_{k}$-orbits in $G / P_{k}$ for $d_{G, k}$ as in Table 6.1:

$$
G / P_{k}=\bigsqcup_{j=1}^{d_{G, k}} P_{k} w_{j} P_{k} ;
$$

2. For any $j=2: d_{G, k}$ the points $w_{j-1} P_{k}, w_{j} P_{k} \in G / P_{k}$ have Hamming distance 1 and $d\left(i d P_{k}, w_{j} P_{k}\right)=j$. In particular, the variety $G / P_{k}$ has diameter $d_{G, k} ;$

Moreover, the $P_{k}$-orbits in $G / P_{k}$ are totally ordered:

$$
\overline{P_{k} w_{j} P_{k}}=\bigsqcup_{i=1}^{j} P_{k} w_{i} P_{k} \quad, \forall j \in\left[d_{G, k}\right]
$$

Proof. (2) is proved in [Buc+13, Sec. 4, Lemma 4.2]. (1) is proved in [RRS92, Sec. 2, Table 1], while the total order of the orbits is proved in [RRS92, Corollary 3.7(a)]: here one uses the characterization of cominuscule varieties as the generalized Grassmannians having abelian unipotent radical (cf. Proposition 1.4.1).

In the following table we list all the cominuscule varieties together with dimensions and values $d_{G, k}$ of their secant varieties. For the Grassmannian $\operatorname{Gr}(k, N)$, the symbol $(\star)$ is to remark that for $k \in\{2, N-2\}$ and $N \geq 6$ the secant variety of lines is defective of dimension $\min \left\{2 k(N-k)+1,\binom{N}{k}-1\right\}-4($ cf. Sec. 4$)$. We have computed the values $d_{k, G}$ for $\operatorname{Gr}(k, N)$, $\mathrm{Q}^{2 N-2}$ and $\mathbb{S}_{N}^{ \pm}$in Sec. 4.1.1, Sec. 7.2 and Sec. 3.4 respectively, while for the other values we refer to [RRS92, Table 1] or also[Buc+13, Sec. 4].

| $G / P_{k}$ | $\operatorname{dim} G / P_{k}$ | $\mathbb{P}\left(V_{\omega_{k}}^{G}\right)$ | $\operatorname{dim} \sigma_{2}\left(G / P_{k}\right)$ | $d_{G, k}$ |
| :---: | :---: | :---: | :---: | :---: |
| $\operatorname{Gr}\left(k, \mathbb{C}^{N}\right)(\star)$ | $k(N-k)$ | $\mathbb{P}\left(\bigwedge^{k} \mathbb{C}^{N}\right)$ | $\min \left\{2 k(N-k)+1,\binom{N}{k}-1\right\}$ | $\min \{k, N-k\}$ |
| $\mathrm{Q}^{2 N-2}$ | $2 N-2$ | $\mathbb{P}\left(\mathbb{C}^{2 N}\right)$ | $2 N-1($ whole space $)$ | 2 |
| $\operatorname{LG}(N, 2 N)$ | $\binom{N+1}{2}$ | $\mathbb{P}\left(\bigwedge^{N} \mathbb{C}^{2 N}\right)$ | $\min \left\{N(N+1)+1,\binom{2 N}{N}-1\right\}$ | $N$ |
| $\mathbb{S}_{N}^{ \pm}$ | $\binom{N}{2}$ | $\mathbb{P}\left(\bigwedge^{\text {ev/od }} \mathbb{C}^{N}\right)$ | $\min \left\{N(N-1)+1,2^{N-1}-1\right\}$ | $\left\lfloor\frac{N}{2}\right\rfloor$ |
| $\mathbb{O P}^{2}$ | 16 | $\mathbb{P}^{26}$ | $25($ hypers. $)$ | 2 |
| $E_{7} / P_{7}$ | 27 | $\mathbb{P}^{55}$ | $55($ whole space $)$ | 3 |

Table 6.1: Secant varieties of lines to cominuscule varieties: dimensions and $d_{G, k}$.

We are left with analyzing the tangent orbits in $\sigma_{2}\left(G / P_{k}\right)$, or equivalenlty the $P_{k}$-orbits in $\mathfrak{g} / \mathfrak{p}_{k} \simeq \mathfrak{p}_{k}^{u}$. We recall some arguments due to L. Hille and G. Röhrle [HR99] implying that for
cominuscule varieties such orbits are finitely many.
Given a parabolic subgroup $P_{I}$ defined by the subset $I \subset \Delta$ of simple roots, the nilpotency class of the radical unipotent $P^{u}$ (or equivalently of the nilpotent algebra $\mathfrak{p}^{u}$ ) is

$$
\begin{equation*}
\ell\left(P^{u}\right):=\sum_{\alpha \in \Delta \backslash \Phi(I)^{0}} m_{\alpha}(\rho), \tag{6.1.1}
\end{equation*}
$$

where $\rho$ is the longest root in $\Phi, m_{\alpha}(\rho)$ the coefficient of $\alpha$ in $\rho$, and $\Phi(I)^{0}$ are the roots of the parabolic algebra $\mathfrak{p}_{I}$ (cf. (1.1.1)). For $I=\left\{\alpha_{k}\right\}$ and $\omega_{k}$ cominuscule, one gets

$$
\ell\left(P_{k}^{u}\right)=m_{\alpha_{k}}(\rho)=1
$$

Then by [HR99, Theorem 1.1] we get that, for any cominuscule variety $G / P_{k}$, the tangent space $\mathfrak{g} / \mathfrak{p}_{k}$ has finitely many $P_{k}$-orbits. Actually, there is more than this.

Proposition 6.1.2. In the above notation, let $G / P_{k}$ be a cominuscule variety. Then the tangent space $T_{\left[v_{\omega_{k}}\right]}\left(G / P_{k}\right) \simeq \mathfrak{g} / \mathfrak{p}_{k}$ has finitely many $P_{k}$-orbits. More precisely, there are $d_{G, k}-$ many orbits for $d_{G, k}$ as in Table 6.1 and they are totally ordered:

$$
T_{\left[v_{\omega_{k}}\right]}\left(G / P_{k}\right)=\bigsqcup_{j=1}^{d_{G, k}} \mathcal{R}_{j} \quad, \quad \overline{\mathcal{R}_{i}}=\bigsqcup_{s=1}^{i} \mathcal{R}_{s} \quad, \forall i \in\left[d_{G, k}\right]
$$

Proof. We already know that there are finitely many orbits. Their exact number and the inclusions among their closures can be deduced from the fact that cominuscule varieties are compact hermitian symmetric spaces, and as such their tangent spaces stratify accordingly to a notion of rank. However, although unelegant, we avoid to formalize the latter description, and we prove the thesis by analyzing the tangent space case by case.

The cases of the Grassmannians and Spinor varieties have been settled in Sec. 4.1.2 and Sec. 5.1.2 respectively: their tangent spaces are spaces of matrices and the stratification by rank is immediate. Moreover, the maximum ranks are respectively $d_{A_{N}, k}=\min \{k, N\}$ and $d_{D_{N}, N}=\left\lfloor\frac{N}{2}\right\rfloor$.
The case of Lagrangian Grassmannians is analogous. Accordingly to Table 1.3, the tangent space at $\left[v_{\omega_{N}}\right]$ to the Lagrangian Grassmannian $\operatorname{LG}(N, 2 N)$ is isomorphic to the space of $N \times N$ symmetric matrices

$$
T_{\left[v_{\omega_{N}}\right]} \mathrm{LG}(N, 2 N) \simeq \operatorname{Sym}^{2} \mathbb{C}^{N}
$$

and the unique invariant is the rank of matrices: the maximum rank is $d_{C_{N}, N}=N$.
The case $E_{7} / P_{7}$ is already known among the Legendrian varieties [LM01, Sec. 5]: the $d_{E_{7}, 7}=$ 3 orbits in $T_{\left[\omega_{\omega_{7}}\right]}\left(E_{7} / P_{7}\right)$ are obtained as intersections with the orbits (in the authors' notation) $E_{7} / P_{7}, \sigma_{+} \backslash\left(E_{7} / P_{7}\right)$ and $\tau\left(E_{7} / P_{7}\right) \backslash \sigma_{+}$.
Finally, the case of the quadric $\mathrm{Q}^{2 N-2}$ is trivial, while the secant variety to the Cayley plane $\mathbb{O P}^{2}$ is defective and $\sigma_{2}\left(\mathbb{O P}^{2}\right)=\tau\left(\mathbb{P P}^{2}\right)$ : in particular, there are just $d_{E_{6}, 1}=2$ orbits.

The results in Proposition 6.1.1 and Proposition 6.1.2 allows to give a partial (actually, almost complete) description of the poset graph of $G$-orbits in the secant variety of lines to a
cominuscule variety.
For any $P_{k}$-orbit $\mathcal{R}_{j}$ in the tangent space $T_{\left[v_{\omega_{k}}\right]}\left(G / P_{k}\right)$ from Proposition 6.1.2, we denote by

$$
\Theta_{j}:=G \cdot\left[v_{\omega_{k}}+\mathcal{R}_{j}\right] \subset \tau\left(G / P_{k}\right) \quad, \forall j \in\left[d_{G, k}\right]
$$

the corresponding $G$-orbit in the tangential variety. Moreover, any $P_{k}$-orbit $P_{k} w_{j} P_{k}$ in $G / P_{k}$ from Proposition 6.1.1 defines the $G$-orbit

$$
\Sigma_{j}:=G \cdot\left[i d P_{k}+w_{j} P_{k}\right] \subset \sigma_{2}^{\circ}\left(G / P_{k}\right) \quad, \forall j \in\left[d_{G, k}\right]
$$

in the dense subset of points lying on bisecant lines to $G / P_{k}$.
Remark. Since $d\left(i d P_{k}, w_{1} P_{k}\right)=1$ (cf. Proposition 6.1.1), the line $L\left(i d P_{k}, w_{1} P_{k}\right)$ lies in $G / P_{k}$, hence the representative $\left[i d P_{k}+w_{1} P_{k}\right]$ is a point on $G / P_{k}$. Moreover, from the proof of Proposition 6.1.2 any $\theta \in \mathcal{R}_{1}$ corresponds to a rank-1 matrix, hence it defines a point $\left[v_{\omega_{k}}+\theta\right.$ ] of $G / P_{k}$ as well. In particular, it holds

$$
\Theta_{1}=G / P_{k}=\Sigma_{1}
$$

Finally, any point in $\theta \in \mathcal{R}_{2}$ corresponds to a rank-2 matrix, hence it is of the form $\theta=\theta_{1}+\theta_{2}$ for $\theta_{1}, \theta_{2}$ rank-1 matrices. Since both $\left[v_{\omega_{k}}+\theta_{1}\right]$ and $\left[v_{\omega_{k}}+\theta_{2}\right]$ lies in $G / P_{k}$, we conclude that the point $\left[v_{\omega_{k}}+\theta_{1}+\theta_{2}\right]$ lies on the bisecant line $L\left(\left[\frac{1}{2} v_{\omega_{k}}+\theta_{1}\right],\left[\frac{1}{2} v_{\omega_{k}}+\theta_{2}\right]\right)$ such that $d\left(\left[\frac{1}{2} v_{\omega_{k}}+\theta_{1}\right],\left[\frac{1}{2} v_{\omega_{k}}+\theta_{2}\right]\right)=2$, that is

$$
\Sigma_{2}=\Theta_{2}
$$

The above remark leads to the following graph, where the arrows denote the inclusion of an orbit into the closure of the other orbit:


Figure 6.1: $G$-orbits in $\sigma_{2}\left(G / P_{k}\right)$ for $G / P_{k}$ cominuscule, and some inclusions.

Conjecture 6.1.3. The poset graph of the $G$-orbit in the secant variety of lines $\sigma_{2}\left(G / P_{k}\right)$ to a cominuscule variety $G / P_{k}$ is obtained by adding to the graph in Figure 6.1 the inclusions $\Theta_{j} \subset \overline{\Sigma_{j}}$ for any $j \in\left[d_{G, k}\right]$.

Remark. Conjecture 6.1 .3 is very close to be a theorem. Indeed, it has been proved for Grassmannians and Spinor varieties in Theorem 4.1.12 and Theorem 5.1.12 respectively. Moreover, as pointed out in the proof of Proposition 6.1.2, the cases of the quadrics $\mathrm{Q}^{2 N-2}$ and of the Cayley plane $\mathbb{O P}^{2}$ are trivial as their secant varieties of lines coincide with the tangential varieties, and split in just two orbits. Finally, the cases $\mathrm{LG}(3,6)$ and $E_{7} / P_{7}$ have been proved among the Legendrian varieties. Thus the only case for which the conjecture hasn't be proved yet is for any Lagrangian Grassmannian $\mathrm{LG}(N, 2 N)$.

### 6.2 A non-cominuscule example: the isotropic Grassmannian $\operatorname{IG}(k, 2 N)$

In this section we show that the graph in Figure 6.1 does not hold for generalized Grassmannians which are not cominuscule. As a counterexample, for $k \lesseqgtr N$, we consider the isotropic Grassmannian $\operatorname{IG}(k, 2 N)$ (cf. Example 1.3.2). Notice that the condition $k \lesseqgtr N$ is necessary, as for $k=N$ one gets the Lagrangian Grassmannian which is cominuscule. Moreover, for $k=1$ one gets the trivial representation. Thus in this section we assume $2 \leq k \leq N-1$.

Setting. Let $V \simeq \mathbb{C}^{2 N}$ be a complex vector space endowed with a non-degenerate symplectic form $\boldsymbol{\omega} \in \bigwedge^{2} V^{\vee}$. For any $m \in \mathbb{Z}_{>0}$ we fix the notation

$$
\mathbb{J}_{m}:=\left[\begin{array}{ll} 
& . \\
& . \\
1 &
\end{array}\right] \in \operatorname{Mat}_{m \times m} \quad, \quad \Omega_{m}:=\left[\begin{array}{cc}
0 & \mathbb{J}_{m} \\
-\mathbb{J}_{m} & 0
\end{array}\right] \in \bigwedge^{2} \mathbb{C}^{2 m}
$$

Let $\left(e_{1}, \ldots, e_{N}, e_{-N}, \ldots, e_{-1}\right)$ be a basis of $V$ such that the symplectic form $\boldsymbol{\omega}$ is represented by the skew-symmetric matrix $\Omega_{N} \in \bigwedge^{2} \mathbb{C}^{2 N}$ : in particular, for any $i, j \in[N]$ it holds

$$
\boldsymbol{\omega}\left(e_{i}, e_{j}\right)=\boldsymbol{\omega}\left(e_{-i}, e_{-j}\right)=0 \quad, \quad \boldsymbol{\omega}\left(e_{i}, e_{-j}\right)=\delta_{i j}
$$

Then we consider the symplectic group

$$
\operatorname{Sp}_{2 N}^{\omega}=\operatorname{Sp}^{\omega}(V)=\left\{A \in \operatorname{SL}(V) \mid{ }^{t} A \Omega_{N} A=\Omega_{N}\right\}
$$

and, for any $k \lesseqgtr N$, the isotropic Grassmannian

$$
\mathrm{IG}_{\boldsymbol{\omega}}(k, 2 N)=\mathrm{IG}_{\boldsymbol{\omega}}(k, V)=\left\{W \subset V \mid W \simeq \mathbb{C}^{k}, W \subset W^{\perp}\right\}
$$

of $k$-dimensional linear subspaces of $V$ which are $\boldsymbol{\omega}$-isotropic. For simplicity we write $\mathrm{Sp}_{2 N}=$ $\operatorname{Sp}(V)$ and $\operatorname{IG}(k, 2 N)=\operatorname{IG}(k, V)$ by omitting the symplectic form $\boldsymbol{\omega}$. We recall that

$$
\operatorname{IG}(k, 2 N)=\mathrm{Sp}_{2 N} / P_{k}=C_{N} / P_{k} \subset \mathbb{P}\left(V_{\omega_{k}}^{C_{N}}\right)=\mathbb{P}\left(\bigwedge^{k} \mathbb{C}^{2 N}\right)
$$

where $P_{k}$ is the parabolic subgroup associated to the fundamental weight $\omega_{k}$ of Dynkin type $C_{N}$. The highest weight vector and its corresponding $\boldsymbol{\omega}$-isotropic subspace are

$$
v_{\omega_{k}}=\mathbf{e}_{[k]}=e_{1} \wedge \ldots \wedge e_{k} \quad, \quad E_{k}=\left\langle e_{1}, \ldots, e_{k}\right\rangle_{\mathbb{C}} \subset V
$$

Moreover, the $\boldsymbol{\omega}$-orthogonal and the dual subspaces to $E_{k}$ are respectively

$$
E_{k}^{\perp}=\left\langle e_{1}, \ldots, e_{N}, e_{-N}, \ldots, e_{-k-1}\right\rangle_{\mathbb{C}} \quad, \quad E_{k}^{\vee}=\left\langle e_{-k}, \ldots, e_{-1}\right\rangle_{\mathbb{C}}
$$

Levi decomposition of $P_{k}$. We lighten up the notation by fixing $P:=P_{k}$. The parabolic subgroup $P=\operatorname{stab}\left(v_{\omega_{k}}\right)=\operatorname{stab}\left(E_{k}\right)$ stabilizes the subspace $E_{k}$. In particular, it admits the Levi decomposition $P=L P^{u}$ where

$$
L=\left\{\begin{array}{lll}
\left.\left.\left[\begin{array}{lll}
G & & \\
& S & \\
& & \mathbb{J}_{k}\left({ }^{t} R^{-1}\right) \mathbb{I}_{k}
\end{array}\right] \right\rvert\, \begin{array}{c}
G \in \mathrm{GL}\left(E_{k}\right) \\
S \in \operatorname{Sp}\left(E_{k}^{\perp} / E_{k}\right)
\end{array}\right\} \simeq \mathrm{GL}\left(E_{k}\right) \times \operatorname{Sp}\left(E_{k}^{\perp} / E_{k}\right), ~ \tag{6.2.1}
\end{array}\right.
$$

is the Levi factor of $P$ stabilizing the consecutive quotients $E_{k}, E_{k}^{\perp} / E_{k}$ and $E_{k}^{\vee} \simeq V / E_{k}^{\perp}$ in the flag $E_{k} \subset E_{k}^{\perp} \subset V$, and

$$
P^{u}=\left\{\left[\begin{array}{ccc}
I_{k} & A & B  \tag{6.2.2}\\
& I_{2 N-2 k} & \Omega_{N-k}\left({ }^{t} A\right) \mathbb{I}_{k} \\
& & I_{k}
\end{array}\right] \left\lvert\, \begin{array}{c}
A \in E_{k} \otimes E_{k}^{\perp} / E_{k} \\
B \in E_{k} \otimes E_{k} \\
B \mathbb{J}_{k}-\mathbb{J}_{k}\left({ }^{t} B\right)=A \Omega_{N-k}\left({ }^{t} A\right)
\end{array}\right.\right\}
$$

is the unipotent radical of $P$ acting trivially on the consecutive quotients of $E_{k} \subset E_{k}^{\perp} \subset V$.

The tangent bundle. The inclusion $\iota: \operatorname{IG}(k, 2 N) \hookrightarrow \operatorname{Gr}(k, 2 N)$ defines the universal bundle $\mathcal{U}_{\mathrm{IG}}$ on the isotropic Grassmannian $\operatorname{IG}(k, 2 N)$ as pull-back of the universal bundle $\mathcal{U}_{\mathrm{Gr}}$ on the Grassmannian $\operatorname{Gr}(k, 2 N)$. Moreover, the dual bundle

$$
\mathcal{U}_{\mathrm{IG}}^{\vee}=\mathcal{E}_{\omega_{1}}
$$

is defined by the irreducible $P_{k}-$ representation of highest weight $\omega_{1}$.
One way to describing the tangent bundle $\mathcal{T}_{\mathrm{IG}(k, V)}$ is through the short exact sequence

$$
0 \longrightarrow \mathcal{U}^{\vee} \otimes\left(\mathcal{U}^{\perp} / \mathcal{U}\right) \longrightarrow \mathcal{T}_{\mathrm{IG}(k, V)} \longrightarrow \operatorname{Sym}^{2} \mathcal{U}^{\vee} \longrightarrow 0
$$

fitting in the commutative diagram


Another way to describe $\mathcal{T}_{\mathrm{IG}(k, V)}$ is by determining its fiber at $\left[v_{\omega_{k}}\right]$. From the theory in Sec. 1.1 we know that the simple root $\alpha_{k}$ defines a $\mathbb{Z}$-grading on the Lie algebra $\mathfrak{s p}_{2 N}$ whose degrees are bounded by the coefficient $m_{\alpha_{k}}(\rho)$ of $\alpha_{k}$ in the longest root $\rho$. From Table 1.2 we know that $m_{\alpha_{k}}(\rho)=2$, hence

$$
T_{\left[v_{\omega_{k}}\right]} \operatorname{IG}(k, 2 N) \simeq \mathfrak{p}^{u} \simeq \mathfrak{s p}_{2 N} / \mathfrak{p}=\mathfrak{g}_{-1} \oplus \mathfrak{g}_{-2}
$$

Recall that, as we are not in the cominuscule case, the $\mathfrak{p}^{u}$ is not irreducible as $P$-module, and its only submodule is $\mathfrak{g}_{-1}$. Deriving the description of the unipotent radical $P^{u}$ in (6.2.2) we get the nilpotent algebra

$$
\mathfrak{p}^{u}=\left(E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k}\right) \oplus \operatorname{Sym}^{2} E_{k}^{\vee}
$$

whose only $P$-invariant (for the adjoint action of $P$ ) summand is $\mathfrak{g}_{-1}=E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k}$. Notice that such summand is the fiber of $\mathcal{U}^{\vee} \otimes\left(\mathcal{U}^{\perp} / \mathcal{U}\right)$, which is a $P$-homogeneous sub-bundle of $\mathcal{T}_{\mathrm{IG}(k, V)}$ being the kernel in the above short exact sequence.

### 6.2.1 $\quad P_{k}-$ orbits in $\mathfrak{s p}_{2 N} / \mathfrak{p}_{k}$

We keep notation from the beginning of the section. We want to determine the poset of $P$-orbits in the tangent space $T_{\left[v_{\omega_{k}}\right]} \mathrm{IG}(k, 2 N) \simeq \operatorname{Sym}^{2} E_{k}^{\vee} \oplus\left(E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k}\right)$.

Remark. The parabolic subgroup $P_{k} \subset \mathrm{Sp}_{2 N}$ has nilpotency class $\ell\left(P_{k}\right)=2$ (cf. (6.1.1)), hence from [HR99, Theorem 1.1] we know that $\mathfrak{p}^{u}$ has finitely many $P$-orbits.

An element of the tangent space is of the form

$$
\sigma+H \in \operatorname{Sym}^{2} E_{k}^{\vee} \oplus\left(E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k}\right)
$$

Notice that the action of $\mathrm{GL}\left(E_{k}\right) \subset L$ conjugates the above element to one of the form $\left(e_{-k}^{2}+\right.$ $\left.\ldots+e_{-k+r-1}^{2}\right)+\hat{H}$, where $r$ is the rank of $\sigma \in \operatorname{Sym}^{2} E_{k}^{\vee}$. In this respect, we may assume

$$
\sigma=\sigma_{r}:=e_{-k}^{2}+\ldots+e_{-k+r-1}^{2}
$$

In the following we describe separately how the Levi factor $L$ and the unipotent radical $P^{u}$ act on an element of the form $\sigma_{r}+H$ for a certain $r \leq k$.

The action of $P^{u}$. We start from the action of the unipotent radical $P^{u} \subset P$ in (6.2.2), which depends only on the entries $A \in E_{k} \otimes E_{k}^{\perp} / E_{k}$ and $B \in E_{k} \otimes E_{k}$.

Remark. The action of $B$ on $\operatorname{Sym}^{2} E_{k}^{\vee}$ is identically zero since there is no non-zero projection from $\left(E_{k} \otimes E_{k}\right) \otimes \operatorname{Sym}^{2} E_{k}^{\vee}$ onto $\operatorname{Sym}^{2} E_{k}^{\vee} \oplus\left(E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k}\right)$. Similarly, also the actions of $A$ and $B$ on $E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k}$ are identically zero.

The only non-trivial action is the one of $A$ on $\operatorname{Sym}^{2} E_{k}^{\vee}$, which by Schur's theorem coincides with the contraction map

$$
\begin{array}{ccc}
\left(E_{k} \otimes E_{k}^{\perp} / E_{k}\right) \otimes \operatorname{Sym}^{2} E_{k}^{\vee} & \longrightarrow & E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k} \\
\left(\sum_{i, j} a_{i j} e_{i} \otimes e_{j}\right) \otimes f & \mapsto & \sum_{i, j} a_{i j} \frac{\partial f}{\partial e_{-i}} \otimes e_{j}
\end{array} .
$$

In particular, given $A=\sum_{i=1}^{k} \sum_{j=k+1}^{-k-1} a_{i j} e_{i} \otimes e_{j} \in E_{k} \otimes E_{k}^{\perp} / E_{k}$, one gets

$$
A \cdot \sigma_{r}=\sum_{j} \sum_{i=k-r+1}^{k} 2 a_{i j} e_{-i} \otimes e_{j}
$$

It follows that, for any unipotent element $g_{A} \in P^{u}$ depending on $A \in E_{k} \otimes E_{k}^{\perp} / E_{k}$, and for any $H=\sum_{i, j} h_{i j} e_{-i} \otimes e_{j} \in E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k}$, it holds

$$
\begin{aligned}
g_{A} \cdot\left(\sigma_{r}+H\right) & =\left(I_{k} \cdot \sigma_{r}\right)+\left(I_{2 N-2 k} \cdot H\right)+\left(A \cdot \sigma_{r}\right)=\sigma_{r}+H+A \cdot \sigma_{r} \\
& =\sigma_{r}+\sum_{j}\left[\sum_{i=1}^{k-r} h_{i j} e_{-i} \otimes e_{j}+\sum_{i=k-r+1}^{k}\left(h_{i j}+2 a_{i j}\right) e_{-i} \otimes e_{j}\right] .
\end{aligned}
$$

Thus acting by $P^{u}$ allows to "truncate" the summand $H$. We conclude that there are infinitely many $P^{u}$-orbits in $\sigma_{r}+\left(E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k}\right)$, namely

$$
\sigma_{r}+\left(E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k}\right)=\bigsqcup_{Q \in \mathbb{C}^{k-r} \otimes \mathbb{C}^{2 N-2 k}} P^{u} \cdot\left(\sigma_{r}+\sum_{i=1}^{k-r} e_{-i} \otimes Q^{i}\right)
$$

where $Q^{i}$ denotes the $i$-th column of the matrix $Q \in \mathbb{C}^{k-r} \otimes \mathbb{C}^{2 N-2 k}$.
Remark. We point out that to be infinitely-many are the $P^{u}$-orbits (not $P$-orbits) for a fixed $\sigma \in \operatorname{Sym}^{2} E_{k}^{\vee}$. The additional action of the Levi factor $L$ will reduce the number of orbits in the whole tangent space to finitely many.

The action of $L$. Now we deal with the action of the Levi factor $L \subset P$ in (6.2.1). In light of the previous arguments, up to acting by both $\mathrm{GL}\left(E_{k}\right) \subset L$ and $P^{u}$, we may assume

$$
\begin{equation*}
\sigma_{r}+H=\left(e_{-k}^{2}+\ldots+e_{-k+r-1}^{2}\right)+\sum_{i=1}^{k-r} e_{-i} \otimes q_{i} \tag{6.2.3}
\end{equation*}
$$

for certain vectors $q_{i} \in E_{k}^{\perp} / E_{k}$, and we are left with considering the action of the stabilizer in $L$ of $\sigma_{r}$ :

$$
\left.\operatorname{stab}_{L}\left(\sigma_{r}\right)=\left\{\begin{array}{ccccc}
* & * & & & \\
& * & & & \\
& & N & & \\
& & & O & R \\
& & & M
\end{array}\right] \in L \begin{array}{c}
O \in \operatorname{Orth}(r) \\
M \in \operatorname{GL}(k-r) \\
R \in \mathbb{C}^{r} \otimes \mathbb{C}^{k-r} \\
N \in \operatorname{Sp}\left(E_{k}^{\perp} / E_{k}\right)
\end{array}\right\} \simeq \operatorname{stab}_{\mathrm{GL}\left(E_{k}\right)}\left(\sigma_{r}\right) \times \operatorname{Sp}\left(E_{k}^{\perp} / E_{k}\right)
$$

where the first block (the one with asterisks, of size $k \times k$ ) uniquely depends on the last block $\left[\begin{array}{cc}0 & R \\ & M\end{array}\right]$.

Let $Q:=\left\langle q_{1}, \ldots, q_{k-r}\right\rangle_{\mathbb{C}} \subset E_{k}^{\perp} / E_{k}$ be the subspace spanned by the second tensor-entries in $H$ (6.2.3), and let

$$
h:=\operatorname{dim} Q \leq \min \{2 N-2 k, k-r\}
$$

be its dimension. Acting by a proper permutation matrix in $\mathrm{GL}(k-r) \subset \operatorname{stab}_{\mathrm{GL}\left(E_{k}\right)}\left(\sigma_{r}\right)$, we can reorder the summands in $H$ such that $\left(q_{1}, \ldots, q_{h}\right)$ is a basis of $Q$. Then for any
$h+1 \leq i \leq k-r$ we can write $q_{i}=\sum_{j=1}^{h} \alpha_{i j} q_{j}$ with respect to this basis, for a suitable matrix $\left(\alpha_{i j}\right) \in \mathbb{C}^{k-r-h} \otimes \mathbb{C}^{h}$, getting

$$
\sigma_{r}+H=\sigma_{r}+\sum_{i=1}^{h}\left(e_{-i}+\sum_{\ell=h+1}^{k-r} \alpha_{\ell i} e_{-\ell}\right) \otimes q_{i}
$$

Moreover, by applying a base change via $\mathrm{GL}(k-r) \subset \operatorname{stab}_{\mathrm{GL}\left(E_{k}\right)} \subset L$ in the above first tensor-entries, we can move such $\sigma_{r}+H$ to the point $\sigma_{r}+\sum_{i=1}^{h} e_{-i} \otimes q_{i}$. Thus for any $Q=\left\langle q_{1}, \ldots, q_{h}\right\rangle_{\mathbb{C}} \in \operatorname{Gr}\left(h, E_{k}^{\perp} / E_{k}\right)$ we set

$$
\begin{equation*}
\sigma_{r}+H_{Q}:=\sigma_{r}+\sum_{i=1}^{h} e_{-i} \otimes q_{i} \tag{6.2.4}
\end{equation*}
$$

Remark 6.2.1. The dimension $h=\operatorname{dim} Q$ is an invariant for the $P^{u}$-action too (hence for the $P$-action). Indeed, given $\operatorname{supp}\left(\sigma_{r}\right)=\left\langle x \in E_{k} \mid \sigma_{r}(x) \neq 0\right\rangle_{\mathbb{C}}=\left\langle e_{k-r+1}, \ldots, e_{k}\right\rangle_{\mathbb{C}} \subset E_{k}$, one has

$$
P^{u} \cdot\left(\sigma_{r}+H_{Q}\right)=\left\{\sigma_{r}+H_{Q}+H^{\prime} \mid H^{\prime} \in \operatorname{supp}\left(\sigma_{r}\right)^{\vee} \otimes E_{k}^{\perp} / E_{k}\right\}
$$

Then $h$ is well defined as the invariant

$$
h:=\min \left\{\operatorname{Rk}\left(Q \mid Q^{\prime}\right) \mid H_{Q^{\prime}} \in \operatorname{supp}\left(\sigma_{r}\right)^{\vee} \otimes E_{k}^{\perp} / E_{k}\right\}
$$

Up to now, we have used the action of both $L$ and $P^{u}$ on $\sigma_{r}+H$ for minimizing the number of summands appearing in $H$. The next step is to find representatives for such "minimal" summands.

Let $\boldsymbol{\omega}^{\prime} \in \operatorname{Sym}^{2}\left(E_{k}^{\perp} / E_{k}\right)^{\vee}$ be the non-degenerate symplectic form obtained as restriction of $\boldsymbol{\omega} \in \operatorname{Sym}^{2} V^{\vee}$. It is represented by the skew-symmetric matrix $\Omega_{N-k} \in \bigwedge^{2} \mathbb{C}^{2 N-2 k}$.
For any subspace $Q \in \operatorname{Gr}\left(h, E_{k}^{\perp} / E_{k}\right)$, the restriction of $\boldsymbol{\omega}^{\prime}$ to $Q$ has rank

$$
\operatorname{Rk}\left(\boldsymbol{\omega}_{\left.\right|_{Q} ^{\prime}}^{\prime}\right)=h-\operatorname{dim}\left(Q \cap Q^{\perp}\right) \equiv 0(\bmod 2)
$$

Notice that:

- If $Q \subset Q^{\perp}$, i.e. $Q \in \mathrm{IG}_{\boldsymbol{\omega}^{\prime}}\left(h, E_{k}^{\perp} / E_{k}\right)$ and $\operatorname{Rk}\left(\boldsymbol{\omega}_{\left.\right|_{Q}}^{\prime}\right)=0$, then $h \leq N-k$ and the symplectic group $\operatorname{Sp}\left(E_{k}^{\perp} / E_{k}\right)$ conjugates $\sigma_{r}+H_{Q}$ to the point $\sigma_{r}+\sum_{i=1}^{h} e_{-i} \otimes e_{k+i}$.
- If $Q \cap Q^{\perp}=\{0\}$, then $Q \oplus Q^{\perp}=E_{k}^{\perp} / E_{k}$ and $\operatorname{Rk}\left(\boldsymbol{\omega}_{Q}^{\prime}\right)=h$ is even. Thus the symplectic group $\operatorname{Sp}\left(E_{k}^{\perp} / E_{k}\right)$ conjugates $\sigma_{r}+H_{Q}$ to the point $\sigma_{r}+\sum_{i=1}^{\frac{h}{2}} e_{-i} \otimes e_{k+i}+\sum_{i=1}^{\frac{h}{2}} e_{-\frac{h}{2}-i} \otimes$ $e_{-k-i}$.

In general, assume that

$$
\operatorname{Rk}\left(\boldsymbol{\omega}_{\left.\right|_{Q}}^{\prime}\right)=h-t
$$

for a certain $1 \leq t \leq h$ such that $h \equiv t(\bmod 2)$. Then the intersection $Q \cap Q^{\perp} \in \mathrm{IG}_{\boldsymbol{\omega}^{\prime}}\left(t, E_{k}^{\perp} / E_{k}\right)$ is $\boldsymbol{\omega}^{\prime}$-isotropic and $\left(Q /\left(Q \cap Q^{\perp}\right)\right) \oplus\left(Q^{\perp} /\left(Q \cap Q^{\perp}\right)\right)=\left(Q+Q^{\perp}\right) /\left(Q \cap Q^{\perp}\right)$, hence the action of
$\operatorname{Sp}\left(E_{k}^{\perp} / E_{k}\right)$ conjugates the subspace $H_{Q}$ in (6.2.4) to the subspace

$$
\begin{equation*}
H_{(h, t)}:=\sum_{i=1}^{t} e_{-i} \otimes e_{k+i}+\sum_{i=1}^{\frac{h-t}{2}} e_{-t-i} \otimes e_{k+t+i}+\sum_{i=1}^{\frac{h-t}{2}} e_{-t-\frac{h-t}{2}-i} \otimes e_{-k-t-i} \tag{6.2.5}
\end{equation*}
$$

that is the point $\sigma_{r}+H_{Q}$ to the point $\sigma_{r}+H_{(h, t)}$.
Theorem 6.2.2. For any $2 \leq k \leq N-1$, the tangent space $T_{\left[v_{\omega_{k}}\right]} \mathrm{IG}_{\boldsymbol{\omega}}(k, 2 N) \simeq \mathfrak{s p}_{2 N} / \mathfrak{p}_{k}$ splits in the finitely many $P_{k}$-orbits

$$
\mathcal{O}_{(r, h, t)}:=\left\{\begin{array}{c|c}
\sigma+H \in \operatorname{Sym}^{2} E_{k}^{\vee} \oplus\left(E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k}\right) & \begin{array}{c}
\operatorname{Rk}(\sigma)=r \\
\operatorname{ker}(H) \subset \operatorname{supp}(\sigma) \\
\operatorname{dim} \operatorname{Im}(H)=h \\
\operatorname{Rk}\left(\boldsymbol{\omega}_{\mid \operatorname{Im}(H)}\right)=h-t
\end{array} \tag{6.2.6}
\end{array}\right\}=P \cdot\left(\sigma_{r}+H_{(h, t)}\right)
$$

where: $\operatorname{Rk}(\sigma)$ and $\operatorname{supp}(\sigma):=\left\{x \in E_{k} \mid \sigma(x) \neq 0\right\} \subset E_{k}$ are respectively the rank and the support of the quadratic form $\sigma \in \operatorname{Sym}^{2} E_{k}^{\vee}$; the matrix $H \in E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k}$ is considered as a linear map in $\operatorname{Hom}\left(E_{k}, E_{k}^{\perp} / E_{k}\right) ; \operatorname{Rk}\left(\boldsymbol{\omega}_{\mid \operatorname{Im}(H)}\right)$ is the rank of the restriction of the symplectic form $\boldsymbol{\omega} \in \bigwedge^{2} V^{\vee}$ to the subspace $\operatorname{Im}(H) \subset E_{k}^{\perp} / E_{k} ; \sigma_{r}+H_{(h, t)}$ is the representative in (6.2.5).
Proof. The thesis has been proved all along the previous arguments. However, we recap the steps remarking how the parabolic subgroup $P$ acts on a given point $\sigma+H \in \operatorname{Sym}^{2} E_{k}^{\vee} \oplus$ $\left(E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k}\right):$

- given $r:=\mathrm{Rk}(\sigma)$, the action of $\mathrm{GL}\left(E_{k}\right) \subset L$ conjugates $\sigma$ to $\sigma_{r}=e_{-k}^{2}+\ldots+e_{-k+r-1}^{2}$;
- the unipotent radical $P^{u}$ maps $\sigma+H$ to a certain $\sigma+H^{\prime}$ such that $\operatorname{ker}\left(H^{\prime}\right) \subset \operatorname{supp}(\sigma)$, so that $H^{\prime}$ is obtained by truncating from $H$ the component in $\operatorname{supp}(\sigma)^{\vee} \otimes E_{k}^{\perp} / E_{k}(c f$. (6.2.3));
- the action of $\mathrm{GL}(k-r) \subset \operatorname{stab}_{\mathrm{GL}\left(E_{k}\right)}\left(\sigma_{r}\right) \subset L$ allows to reduce the number of summands in (6.2.3) to as many summands as $h:=\operatorname{dim} \operatorname{Im}(H)$, leading to the form (6.2.4);
- the $\operatorname{rank} \operatorname{Rk}\left(\boldsymbol{\omega}_{\operatorname{Im}(H)}\right)$ is invariant under the action of $\operatorname{Sp}\left(E_{k}^{\perp} / E_{k}\right) \subset L$, which conjugates the form (6.2.4) to the representative $\sigma_{r}+H_{(h, t)}$ in (6.2.5) where $t:=\operatorname{dim} \operatorname{Im}(H)-\operatorname{Rk}\left(\boldsymbol{\omega}_{\mid \operatorname{Im}(H)}\right)$. Finally, we notice that, as $r, h, t$ vary, the points $\sigma_{r}+H_{(h, t)}$ cannot be conjugated with each other via $P$-action: indeed, even if the unipotent radical $P^{u}$ moves $\sigma_{r}+H_{(h, t)}$ to $\sigma_{r}+H_{(h, t)}+$ $\sum_{i=k-r+1}^{k} e_{-i} \otimes q_{i}$ for arbitrary $q_{i} \in E_{k}^{\perp} / E_{k}$, then the Levi factor $L$ could not mix the vectors $e_{-k}, \ldots, e_{-k+r-1}$ with the vectors $e_{-k+r}, \ldots, e_{-1}$ without also changing the quadric $\sigma_{r}$.


### 6.2.2 Inclusions and dimensions of the orbits

We know that the invariants of the $P$-action on the tangent space to $\mathrm{IG}_{\boldsymbol{\omega}}(k, 2 N)$ are given by the triplet

$$
(\underbrace{\operatorname{Rk}(\sigma)}_{=: r}, \underbrace{\operatorname{dim} \operatorname{Im}\left(H_{\left.\right|_{E_{k} / \operatorname{supp}(\sigma)}}\right)}_{=: h}, \underbrace{\left.\operatorname{dim} \operatorname{Im}\left(H_{\left.\right|_{E_{k} / \operatorname{supp}(\sigma)}}\right)-\operatorname{Rk}\left(\omega_{\operatorname{Im}\left(H_{\mid E_{k} / \operatorname{supp}(\sigma)}\right.}\right)\right)}_{=: t}) .
$$

We stress out that such invariants satisfy the inequalities:

$$
\begin{equation*}
r \leq k \quad, \quad h \leq \min \{k-r, 2 N-2 k\} \quad, \quad t \leq \min \{h, N-k\} \quad, \quad t \equiv h(\bmod 2) \tag{6.2.7}
\end{equation*}
$$

Proposition 6.2.3. The inclusions among the closures of the $P_{k}$-orbits in $\mathfrak{s p}_{2 N} / \mathfrak{p}_{k}$ are ruled by the degeneracies of the ranks in the matrix spaces

$$
\operatorname{Sym}^{2} E_{k}^{\vee} \quad, \quad\left(\frac{E_{k}}{\operatorname{supp}(\sigma)}\right)^{\vee} \otimes\left(E_{k}^{\perp} / E_{k}\right) \quad, \quad \bigwedge^{2}\left(\frac{\left(E_{k} / \operatorname{supp}(\sigma)\right)^{\perp}}{E_{k} / \operatorname{supp}(\sigma)}\right)^{\vee}
$$

In particular, the following inclusions hold (where the constraints on the right-side also respect the conditions (6.2.7)):
i) $\mathcal{O}_{(r, h, t)} \subset \overline{\mathcal{O}_{\left(r, h^{\prime}, t^{\prime}\right)}} \quad \forall h \leq h^{\prime} \leq \min \{k-r, 2 N-2 k\}, \forall t \leq t^{\prime} \leq h^{\prime}$;
ii) $\mathcal{O}_{(r, h, t)} \subset \overline{\mathcal{O}_{\left(r^{\prime}, h, t\right)}} \quad \forall r \leq r^{\prime} \leq k-h ;$
iii) $\mathcal{O}_{(r-1, h+1, t-1)} \subset \overline{\mathcal{O}_{(r, h, t)}}$

$$
\forall h \leq \min \{k-r-1,2 N-2 k\}
$$

$\forall t \leq h-2 ;$
iv) $\mathcal{O}_{(r, h-1, t+1)} \subset \overline{\mathcal{O}_{(r, h, t)}}$

$$
\forall(r, h, t) \neq(k, 0,0)
$$

v) $\mathcal{O}_{(r, h, t)} \subset \overline{\mathcal{O}_{(k-1,1,1)}}$
vi) $\overline{\mathcal{O}_{(k, 0,0)}}=\overline{P \cdot \sigma_{k}}=\mathfrak{s p}_{2 N} / \mathfrak{p}$.

Proof. (i) For $r$ fixed, and $h, t \geq 2$ when necessary, the sequences in $\mathcal{O}_{(r, h, t)}$

$$
\begin{gathered}
a(\epsilon):=\sigma_{r}+H_{(h, t)}+\left(\frac{1}{\epsilon}-1\right) e_{-t} \otimes e_{k+t}, \\
b(\epsilon):=\sigma_{r}+H_{(h, t)}+\left(\frac{1}{\epsilon}-1\right)\left(e_{-t-\frac{h-t}{2}} \otimes e_{k+t+\frac{h-t}{2}}+e_{-t-h+t} \otimes e_{-k-t-\frac{h-t}{2}}\right) \quad(\text { if } h-t \geq 2), \\
c(\epsilon):=\sigma_{r}+H_{(h, t)}+e_{-t+1} \otimes \frac{1}{\epsilon} e_{-k-t}+e_{-t} \otimes\left[\left(\frac{1}{\epsilon}-1\right) e_{k+t}+e_{-k-t+1}\right]
\end{gathered}
$$

have limits for $\epsilon \rightarrow \infty$ respectively

$$
\begin{gathered}
a(\epsilon) \rightarrow \sigma_{r}+H_{(h-1, t-1)} \in \mathcal{O}_{(r, h-1, t-1)} \\
b(\epsilon) \rightarrow \sigma_{r}+H_{(h-2, t)} \in \mathcal{O}_{(r, h-2, t)} \\
c(\epsilon) \rightarrow \sigma_{r}+H_{(h, t-2)} \in \mathcal{O}_{(r, h, t-2)}
\end{gathered}
$$

Then $\mathcal{O}_{(r, h, t)} \subset \overline{\mathcal{O}_{\left(r, h^{\prime}, t^{\prime}\right)}}$ for $\left(h^{\prime}, t^{\prime}\right) \in\{(h+1, t+1),(h+2, t),(h, t+2)\}$ and the thesis follows by an iterative argument.
(ii) Given $t \leq h \lesseqgtr(k-r)$, the sequence

$$
\left(e_{-k}^{2}+\ldots+\frac{1}{\epsilon} e_{-k+(r+1)-1}^{2}\right)+H_{(h, t)} \in \mathcal{O}_{(r+1, h, t)}
$$

has limit $\sigma_{r}+H_{(h, t)} \in \mathcal{O}_{(r, h, t)}$ for $\epsilon \rightarrow \infty$, hence the thesis.
(iii) The sequence

$$
\sigma_{r}+\left(\frac{1}{\epsilon}-1\right) e_{-k}^{2}+H_{(h, t)}+e_{-k} \otimes e_{-k-t}
$$

lies in $\mathcal{O}_{(r, h, t)}$ (as it is $P^{u}$-conjugated to $\left.\sigma_{r}+\left(\frac{1}{\epsilon}-1\right) e_{-k}^{2}+H_{(h, t)}\right)$ and for $\epsilon \rightarrow \infty$ has limit in $\mathcal{O}_{(r-1, h+1, t-1)}$.
(iv) The sequence

$$
\sigma_{r}+H_{(h, t)}+\left(\frac{1}{\epsilon}-1\right) e_{-h} \otimes e_{-k-t-\frac{h-t}{2}}
$$

lies in $\mathcal{O}_{(r, h, t)}$ and has limit $\sigma_{r}+H_{(h-2, t)}+e_{-t-\frac{h-t}{2}} \otimes e_{k+t+\frac{h-t}{2}} \in \mathcal{O}_{(r, h-1, t+1)}$.
$(v)$ If $h \geq 1$, the sequence

$$
\sigma_{r}+\frac{1}{\epsilon}\left(e_{-k+r}^{2}+\ldots+e_{-2}^{2}\right)+H_{(h, t)}
$$

lies in $\mathcal{O}_{(k-1,1,1)}$ (as under $P^{u}$-action one can reduce $H_{(h, t)}$ to $e_{-1} \otimes e_{k+1}$ ) and has limit $\sigma_{r}+$ $H_{(h, t)} \in \mathcal{O}_{(r, h, t)}$. If $h=0$, the thesis follows by (i) and (ii).
(vi) In the orbit $\mathcal{O}_{(k, 0,0)}=P \cdot \sigma_{k}$ there are all the points of the form $\sigma_{k}+\sum_{i=1}^{k} e_{-i} \otimes q_{i}$ for any $q_{i} \in E_{k}^{\perp} / E_{k}$ (via the action of $P^{u}$ ). In particular, for any triplet of invariants $(r, h, t)$ the sequence

$$
\sigma_{k}+\left(\frac{1}{\epsilon}-1\right)\left(e_{-k+r}^{2}+\ldots+e_{-1}^{2}\right)+H_{(h, t)}
$$

lies in $\mathcal{O}_{(k, 0,0)}$ and for $\epsilon \rightarrow \infty$ it has limit $\sigma_{r}+H_{(h, t)} \in \mathcal{O}_{(r, h, t)}$, hence the thesis.
Corollary 6.2.4. The orbit $\mathcal{O}_{(k, 0,0)}$ is dense in $\mathfrak{s p}_{2 N} / \mathfrak{p}_{k}$. Moreover,

$$
\overline{\mathcal{O}_{(k-1,1,1)}}=\left(\mathfrak{s p}_{2 N} / \mathfrak{p}_{k}\right) \backslash \mathcal{O}_{(k, 0,0)}
$$

is the hypersurface defined by the vanishing of the determinant in $\operatorname{Sym}^{2} E_{k}^{\vee}$.

Dimensions. We conclude the study of the $P_{k}$-orbits in $\mathfrak{s p}_{2 N} / \mathfrak{p}_{k}$ by computing their dimensions. From the description of $\mathfrak{p}^{u} \simeq \operatorname{Sym}^{2} E_{k}^{\vee} \otimes E_{k}^{\perp} / E_{k}$ we know that

$$
\operatorname{dim} \mathrm{IG}_{\boldsymbol{\omega}}(k, 2 N)=\operatorname{dim} \mathfrak{s p}_{2 N} / \mathfrak{p}_{k}=\frac{k(k+1)}{2}+k(2 N-2 k)=k\left(\frac{4 N-3 k+1}{2}\right) .
$$

Remark. One can recover the above dimension also by noticing that $\mathrm{IG}_{\boldsymbol{\omega}}(k, 2 N)$ is the kernel of the section $s_{\boldsymbol{\omega}} \in H^{0}\left(\operatorname{Gr}(k, 2 N), \bigwedge^{2} \mathcal{U}\right)$ corresponding to the symplectic form $\boldsymbol{\omega} \in \bigwedge^{2}\left(\mathbb{C}^{2 N}\right)^{\vee}$ (via Borel-Weil's Theorem). Thus the fiber dimension theorem implies

$$
\operatorname{dim} \mathrm{IG}_{\boldsymbol{\omega}}(k, 2 N)=\operatorname{dim} \operatorname{Gr}(k, 2 N)-\operatorname{Rk}\left(\bigwedge^{2} \mathcal{U}\right)=k\left(\frac{4 N-3 k+1}{2}\right)
$$

Proposition 6.2.5. In the above notation, the orbit $\mathcal{O}_{(r, h, t)}$ has dimension

$$
\begin{equation*}
\operatorname{dim} \mathcal{O}_{(r, h, t)}=\frac{r(r+1)}{2}+(r+h)(2 N-k-r)+\frac{t(t+1)}{2}-h^{2}-t^{2} \tag{6.2.8}
\end{equation*}
$$

Proof. For any $h, t$ satisfying conditions (6.2.7), consider the incidence variety

$$
\mathcal{I}_{h, t}:=\left\{\left(Q^{\prime}, Q\right) \in \mathrm{IG}_{\boldsymbol{\omega}}\left(t, E_{k}^{\perp} / E_{k}\right) \times \operatorname{Gr}\left(h, E_{k}^{\perp} / E_{k}\right) \mid Q^{\prime}=Q \cap Q^{\perp}\right\}
$$

whose projection onto the first factor $\pi: \mathcal{I}_{h, t} \rightarrow \mathrm{IG}_{\boldsymbol{\omega}}\left(t, E_{k}^{\perp} / E_{k}\right)$ has fiber

$$
\begin{aligned}
\pi^{-1}(W) & \simeq\left\{Q \in \operatorname{Gr}\left(h, E_{k}^{\perp} / E_{k}\right) \mid Q \cap Q^{\perp}=W\right\} \\
& \simeq\left\{\tilde{Q} \in \operatorname{Gr}\left(h-t, W^{\perp} / W\right) \mid \tilde{Q} \cap \tilde{Q}^{\perp}=\{0\}\right\}
\end{aligned}
$$

As the latter set is a dense in the Grassmannian $\operatorname{Gr}\left(h-t, W^{\perp} / W\right)$, from the fiber dimension theorem we get

$$
\begin{aligned}
\operatorname{dim} \mathcal{I}_{h, t} & =\operatorname{dim} \mathrm{IG}_{\boldsymbol{\omega}}\left(t, E_{k}^{\perp} / E_{k}\right)+\operatorname{dim} \operatorname{Gr}(h-t, 2 N-2 k-2 t) \\
& =\frac{t(t+1)}{2}+t(2 N-2 k-2 t)+(h-t)(2 N-2 k-h-t)
\end{aligned}
$$

Let $\left[\operatorname{Sym}^{2} \mathbb{C}^{k}\right]_{r}$ be the set of $k \times k$ symmetric matrices of rank $r$, having dimension $\frac{r(r+1)}{2}+$ $r(k-r)$. For any triplet of invariants $(r, h, t)$ we consider the fibration

$$
\begin{array}{cccc}
\rho: & \mathcal{O}_{(r, h, t)} & \longrightarrow & {\left[\operatorname{Sym}^{2} E_{k}^{\vee}\right]_{r} \times \mathcal{I}_{h, t}} \\
\sigma+H & \mapsto & \left(\sigma,\left[\operatorname{Im}(H) \cap \operatorname{Im}(H)^{\perp} \subset \operatorname{Im}(H)\right]\right)
\end{array}
$$

Given $U:=\left\langle e_{-k+r}, \ldots, e_{-1}\right\rangle_{\mathbb{C}} \subset E_{k}^{\vee}$ and $\operatorname{supp}\left(\sigma_{r}\right)^{\vee}=\left\langle e_{-k}, \ldots, e_{-k+r-1}\right\rangle_{\mathbb{C}} \subset E_{k}^{\vee}$, the fiber of $\rho$ at the point $x_{\sigma_{r}, Q}:=\left(\sigma_{r},\left[Q \cap Q^{\perp} \subset Q\right]\right)$ is

$$
\rho^{-1}\left(x_{\sigma_{r}, Q}\right)=\left\{\sigma_{r}+\sum_{i=1}^{h} v_{i} \otimes q_{i}+H^{\prime} \mid v_{i} \in U, H^{\prime} \in \operatorname{supp}\left(\sigma_{r}\right)^{\vee} \otimes E_{k}^{\perp} / E_{k}\right\}
$$

and it has dimension $\operatorname{dim}\left(U \otimes \mathbb{C}^{h}\right)+\operatorname{dim}\left(\operatorname{supp}\left(\sigma_{r}\right)^{\vee} \otimes E_{k}^{\perp} / E_{k}\right)=h(k-r)+r(2 N-2 k)$. From the fiber dimension theorem again, we deduce

$$
\begin{aligned}
\operatorname{dim} \mathcal{O}_{(r, h, t)} & =\operatorname{dim}\left[\operatorname{Sym}^{2} E_{k}^{\vee}\right]_{r}+\operatorname{dim} \mathcal{I}_{h, t}+\operatorname{dim} \rho^{-1}\left(x_{\sigma_{r}, Q}\right) \\
& =\frac{r(r+1)}{2}+(r+h)(2 N-k-r)+\frac{t(t+1)}{2}-h^{2}-t^{2}
\end{aligned}
$$

Example 6.2.6. Consider the isotropic Grassmannian $\operatorname{IG}(3,8)$. From the constraints in (6.2.7), the invariants $(r, h, t)$ are such that

$$
0 \leq r \leq 2 \quad, \quad h \leq \min \{2,3-r\} \quad, \quad t \leq \min \{h, 1\}
$$

Moreover, the condition $t \equiv h(\bmod 2)$ implies that, in such a case, the value $t$ is uniquely determined by the value $h$ : the first non trivial case in which $r, h, t$ are not redundant is $\operatorname{IG}(3,10)$. Then the tangent space $\mathfrak{s p}_{8} / \mathfrak{p}_{3}$ has the following poset of $P_{3}$-orbits, where the arrows denote the inclusion of an orbit into the closure of another.


Figure 6.2: Poset graph of $P_{3}$-orbits in $\mathfrak{s p}_{8} / \mathfrak{p}_{3}$, and their dimensions.

Remark. Recall that each $P_{3}$-orbit $\mathcal{O}_{(r, h, t)}$ in the tangent space $\mathfrak{s p}_{8} / \mathfrak{p}_{3}$ corresponds to a $\mathrm{Sp}_{8}{ }^{-}$ orbit, say $\mathrm{Sp}_{8} \cdot \mathcal{O}_{(r, h, t)}$, in the tangential variety $\tau(\operatorname{IG}(3,8))$. Then the graph in Figure 6.2 also describes the poset of $\mathrm{Sp}_{8}$-orbits in $\tau(\mathrm{IG}(3,8))$ : of course, the dimensions of the orbits $\mathrm{Sp}_{8} \cdot \mathcal{O}_{(r, h, t)}$ depend on the tangential-identifiability of their points.

## Chapter 7

## Appendix

This chapter collects some results which either are not relevant to the rest of the chapters (but they were made as an exercise) or are well-known but we haven't been able to find a proper reference.

### 7.1 The degree of Spinor varieties

This section is mainly intended as an exercise and it is independent from the results appearing in other chapters. We have determined a general formula for the degree of Spinor varieties by ourselves. Only after evaluating it in small dimensions (up to $N=8$ ), we have found out that
the sequence of degrees matches with the series A003121 on the "Online Encyclopedia of Integer Sequences" (OEIS) [Slo].

As usual, we assume notation from previous sections and we treat the case of $D_{N}$-type in light of Theorem 3.3.1. Given $\Phi$ the root lattice of type $D_{N}$ with $\left(\epsilon_{1}, \ldots, \epsilon_{N}\right)$ an orthonormal basis of $\langle\Phi\rangle_{\mathbb{R}}$, the simple roots $\Delta=\left\{\alpha_{1}, \ldots, \alpha_{N}\right\}$ are

$$
\alpha_{1}=\epsilon_{1}-\epsilon_{2}, \quad \ldots, \quad \alpha_{N-1}=\epsilon_{N-1}-\epsilon_{N} \quad, \quad \alpha_{N}=\epsilon_{N-1}+\epsilon_{N}
$$

and they define the positive roots $\Phi^{+}=\left\{\epsilon_{i}-\epsilon_{j}\right\}_{i<j} \cup\left\{\epsilon_{i}+\epsilon_{j}\right\}_{i<j}$. Recall that the $D_{N^{-}}$type fundamental weights are

$$
\begin{gathered}
\omega_{1}=\epsilon_{1}, \quad \omega_{2}=\epsilon_{1}+\epsilon_{2}, \quad \ldots, \quad \omega_{N-2}=\epsilon_{1}+\epsilon_{2}+\ldots+\epsilon_{N-2}, \\
\omega_{N-1}=\frac{1}{2}\left(\epsilon_{1}+\ldots+\epsilon_{N-1}-\epsilon_{N}\right) \quad, \quad \omega_{N}=\frac{1}{2}\left(\epsilon_{1}+\ldots+\epsilon_{N-1}+\epsilon_{N}\right) .
\end{gathered}
$$

We denote the sum of all the fundamental weights by

$$
\zeta:=\sum_{i=1}^{N} \omega_{i}=\sum_{l=1}^{N-1}(N-l) \epsilon_{l} .
$$

Remark. Given a projective variety $X \subset \mathbb{P}^{M}$ of dimension $m$, its degree $\operatorname{deg}(X)$ is the number of points in which a general $\mathbb{P}^{M-m} \subset \mathbb{P}^{M}$ intersects $X$. One can define the Hilbert polynomial of $X$ to be the Euler characteristic

$$
\operatorname{Hilb}_{X}(t):=\chi(X, \mathcal{O}(t)):=\sum_{i=0}^{m}(-1)^{i} h^{i}(X, \mathcal{O}(t))
$$

where $h^{i}(X, \mathcal{O}(t)):=\operatorname{dim} H^{i}(X, \mathcal{O}(t))$. When $\mathcal{O}(t)$ is spanned, all cohomology groups vanish but the one of global sections, thus the above value coincides with

$$
\operatorname{Hilb}_{X}(t)=h^{0}(X, \mathcal{O}(t))
$$

A key result about the Hilbert polynomial is [Har13, Sec. 13] is that

$$
\operatorname{Hilb}_{X}(t)=\frac{\operatorname{deg}(X)}{\operatorname{dim}(X)!} t^{\operatorname{dim} X}+O\left(t^{\operatorname{dim}(X)-1}\right)
$$

Theorem 7.1.1. For any $N$, the spinor variety $\mathbb{S}_{N}^{ \pm} \subset \mathbb{P}\left(S_{N}^{ \pm}\right)$has degree

$$
\operatorname{deg}\left(\mathbb{S}_{N}^{ \pm}\right)=\frac{\binom{N}{2}!}{\prod_{1 \leq i<j \leq N}(2 N-(i+j))}
$$

Proof. We assume $N$ to be even and we work with $\mathbb{S}_{N}^{+}=D_{N} / P_{N} \subset \mathbb{P}\left(V_{\omega_{N}}^{D_{N}}\right)$. We compute the Hilbert polynomial of $\mathbb{S}_{N}^{+}$, and from its leading coefficient we deduce the degree.

For any $t \geq 1$ the line bundle $\mathcal{O}(t)$ on $\mathbb{S}_{N}^{+}$is defined by the irreducible $P_{N}$-representation with highest weight $t \omega_{N}$ : the latter weight is dominant for any $t \geq 1$, hence by Borel-Weil Theorem the line bundle $\mathcal{O}(t)$ is spanned at any point of $\mathbb{S}_{N}^{+}$. Thus $H i l b_{\mathbb{S}_{N}^{+}}(t)=h^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{O}(t)\right)$. Moreover, again by Borel-Weil Theorem, the latter dimension coincides with the dimension of the irreducible representation $V_{t \omega_{N}}^{D_{N}}$, which can be computed by the Weyl's dimension formula (1.2.1):

$$
\begin{aligned}
\operatorname{dim} V_{t \omega_{N}}^{D_{N}} & =\prod_{\alpha \in \Phi^{+}} \frac{\kappa\left(t \omega_{N}+\zeta, \alpha\right)}{\kappa(\zeta, \alpha)} \\
& =\prod_{1 \leq i<j \leq N} \frac{\kappa\left(t \omega_{N}+\zeta, \epsilon_{i}-\epsilon_{j}\right)}{\kappa\left(\zeta, \epsilon_{i}-\epsilon_{j}\right)} \cdot \frac{\kappa\left(t \omega_{N}+\zeta, \epsilon_{i}+\epsilon_{j}\right)}{\kappa\left(\zeta, \epsilon_{i}+\epsilon_{j}\right)} .
\end{aligned}
$$

By direct computation one gets

$$
\begin{aligned}
\kappa\left(t \omega_{N}+\zeta, \epsilon_{i}-\epsilon_{j}\right) & =\kappa\left(\sum_{l=1}^{N}\left(N-l+\frac{t}{2}\right) \epsilon_{l}, \epsilon_{i}-\epsilon_{j}\right) \\
& =\left(N-i+\frac{t}{2}\right) \kappa\left(\epsilon_{i}, \epsilon_{i}\right)-\left(N-j+\frac{t}{2}\right) \kappa\left(\epsilon_{j}, \epsilon_{j}\right) \\
& =j-i
\end{aligned}
$$

$$
\begin{aligned}
& \kappa\left(t \omega_{N}+\zeta, \epsilon_{i}+\epsilon_{j}\right)=\kappa\left(\sum_{l=1}^{N}\left(N-l+\frac{t}{2}\right) \epsilon_{l}, \epsilon_{i}+\epsilon_{j}\right) \\
&=\left(N-i+\frac{t}{2}\right) \kappa\left(\epsilon_{i}, \epsilon_{i}\right)+\left(N-j+\frac{t}{2}\right) \kappa\left(\epsilon_{j}, \epsilon_{j}\right) \\
&=2 N-(i+j)+t \\
& \kappa\left(\zeta, \epsilon_{i}-\epsilon_{j}\right)=(N-i) \kappa\left(\epsilon_{i}, \epsilon_{i}\right)-(N-j) \kappa\left(\epsilon_{j}, \epsilon_{j}\right)=j-i \\
& \kappa\left(\zeta, \epsilon_{i}+\epsilon_{j}\right)=(N-i) \kappa\left(\epsilon_{i}, \epsilon_{i}\right)+(N-j) \kappa\left(\epsilon_{j}, \epsilon_{j}\right)=2 N-(i+j)
\end{aligned}
$$

We conclude that the Hilbert polynomial for $\mathbb{S}_{N}^{+}$is the degree- $\binom{N}{2}$ polynomial

$$
\operatorname{Hilb}_{\mathbb{S}_{N}^{+}}(t)=\operatorname{dim} V_{t \omega_{N}}^{D_{N}}=\prod_{1 \leq i<j \leq N} \frac{2 N-(i+j)+t}{2 N-(i+j)}
$$

having leading coefficient

$$
\frac{\operatorname{deg}\left(\mathbb{S}_{N}^{+}\right)}{\binom{N}{2}!}=\frac{1}{\prod_{i<j}(2 N-(i+j))}
$$

Remark. The degrees of the Spinor varieties $\mathbb{S}_{N}^{+}$for $N=2: 8$ are (also cf. integer sequence A003121 on OEIS [Slo])

| $N$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $\operatorname{deg}\left(\mathbb{S}_{N}\right)$ | 1 | 1 | 2 | 12 | 286 | 33592 | 23178480 |

Table 7.1: Degrees of small Spinor varieties $\mathbb{S}_{N}$ for $N=2: 8$.

From Table 5.1 we recall that $\mathbb{S}_{2} \simeq \mathbb{P}^{1}$ and $\mathbb{S}_{3} \simeq \mathbb{P}^{3}$ are linear (hence of degree 1 ), while $\mathbb{S}_{4} \simeq Q^{6}$ is a quadric (hence of degree 2). The first non-trivial case is the ten-fold Spinor variety $\mathbb{S}_{5}$.

## 7.2 $\operatorname{Spin}_{M^{-}}$orbits in $\mathrm{Q}^{M-2} \times \mathrm{Q}^{M-2}$

Let $V$ be an $M$-dimensional complex vector space and let $q \in \operatorname{Sym}^{2} V^{\vee}$ be a non-degenerate quadratic form on it. Let $\mathrm{Q}^{M-2}$ be the projective quadric in $\mathbb{P}^{M-1}=\mathbb{P}(V)$ defined by $q$. The action of the special orthogonal group $\mathrm{SO}_{M}$ splits $\mathbb{P}^{M-1}$ into the two orbits $\mathrm{Q}^{M-2}$ and $\mathbb{P}^{M-1} \backslash \mathrm{Q}^{M-2}$, depending on the $q$-isotropicity of points. In particular, the $\mathrm{SO}_{M^{-}}$-action on $\mathbb{P}^{M-1} \times \mathbb{P}^{M-1}$ restricts to an action on $\mathrm{Q}^{M-2} \times \mathrm{Q}^{M-2}$.

For points in $\mathrm{Q}^{M-2} \times \mathrm{Q}^{M-2}$ one can consider the notion of Hamming distance (cf. Sec. 2.3). Since quadrics have Hamming distance 2, one gets the set partition

$$
\mathrm{Q}^{M-2} \times \mathrm{Q}^{M-2}=\Delta_{\mathrm{Q}^{M-2}} \sqcup \mathcal{O}_{1} \sqcup \mathcal{O}_{2}
$$

where $\Delta_{\mathrm{Q}^{M-2}}$ is the diagonal and $\mathcal{O}_{\ell}:=\{([v],[w]) \mid d([v],[w])=i\}$ for $i=1,2$. By Remark 2.3.2 the Hamming distance is invariant under the action of $\mathrm{SO}_{M}$, hence $\mathrm{SO}_{M}$ acts on each $\mathcal{O}_{i}$ for $i=0,1,2$ : clearly, the action on the diagonal is transitive.

Remark. From now on we assume $V$ to be of even dimension $M=2 m$ and equipped with the quadratic form $q(x)=\sum_{i=1}^{m} x_{i} x_{m+i} \in \operatorname{Sym}^{2} V^{\vee}$ represented by the matrix

$$
Q:=\frac{1}{2}\left[\begin{array}{cc}
0 & I_{m} \\
I_{m} & 0
\end{array}\right] .
$$

Let $\left(e_{1}, \ldots, e_{m}, f_{1}, \ldots, f_{m}\right)$ be a standard hyperbolic basis with respect to $q$. For any $w \in V$ the scalar $q\left(e_{i}, w\right)$ is the coefficient of $f_{i}$ in the decomposition of $w$ with respect to the above basis (and viceversa, $q\left(f_{i}, w\right)$ is the one of $\left.e_{i}\right)$.

Proposition. $\mathrm{SO}_{2 m}$ acts transitively on $\mathcal{O}_{1}$. In particular, $\mathcal{O}_{1}=\mathrm{SO}_{2 m} \cdot\left(\left[e_{1}\right],\left[e_{2}\right]\right)$.
Proof. Given $([v],[w]) \in \mathcal{O}_{1}$, we may assume $[v]=\left[e_{1}\right]$ up to moving via $\mathrm{SO}_{2 m}$. Since $d\left(\left[e_{1}\right],[w]\right)=1$, the line $L\left(\left[e_{1}\right],[w]\right)$ lies in $\mathrm{Q}^{2 m-2}$, hence the subspace $\left\langle e_{1}, w\right\rangle_{\mathbb{C}}$ is $q$-isotropic, that is $\left\langle e_{1}, w\right\rangle_{\mathbb{C}} \in \mathrm{OG}(2, V)$. Since $\mathrm{OG}(2, V)$ is homogeneous under the action of $\mathrm{SO}_{2 m}$, it follows that $\left\langle e_{1}, w\right\rangle_{\mathbb{C}}$ is conjugated to the $q$-isotropic subspace $\left\langle e_{1}, e_{2}\right\rangle_{\mathbb{C}}$, hence the thesis.

Proposition. $\mathrm{SO}_{2 m}$ acts transitively on $\mathcal{O}_{2}$. In particular, $\mathcal{O}_{2}=\mathrm{SO}_{2 m} \cdot\left(\left[e_{1}\right],\left[f_{1}\right]\right)$.
Proof. Given $([v],[w]) \in \mathcal{O}_{1}$, we may assume $[v]=\left[e_{1}\right]$ up to moving via $\mathrm{SO}_{2 m}$. Since $d\left(\left[e_{1}\right],[w]\right)=2$, the line $L\left(\left[e_{1}\right],[w]\right)$ does not lie in $\mathrm{Q}^{2 m-2}$ but there exists $[z] \in \mathrm{Q}^{2 m-2}$ such that $L\left(\left[e_{1}\right],[z]\right), L([z],[w]) \subset \mathrm{Q}^{2 m-2}$. The subspace $\left\langle e_{1}, z, w\right\rangle_{\mathbb{C}}$ is not $q$-isotropic since $\left\langle e_{1}, w\right\rangle_{\mathbb{C}}$ is not so, but $\left\langle e_{1}, z\right\rangle_{\mathbb{C}} \in \mathrm{OG}(2, V)$, hence there exists $A \in \mathrm{SO}_{2 m}$ conjugating it to $\left\langle e_{1}, e_{2}\right\rangle_{\mathbb{C}}$ and we may assume $z=e_{2}$.
Since $q\left(e_{1}, w\right) \neq 0$ and $q\left(e_{2}, w\right)=0$ we may assume $q\left(e_{1}, w\right)=1$ so that $w=q\left(f_{1}, w\right) e_{1}+$ $f_{1}+q\left(f_{2}, w\right) e_{2}+w^{\prime}$ where $w^{\prime} \in V^{\prime}:=\left\langle e_{3}, \ldots, e_{m}, f_{3}, \ldots, f_{m}\right\rangle_{C}$. Notice that up to acting by $\mathrm{SO}\left(V^{\prime}\right)<\mathrm{SO}_{2 m}$ we may assume $w^{\prime}=0$. Hence we reduce to consider an action of $\mathrm{SO}_{4}$ on $\left\langle e_{1}, e_{2}, f_{1}, f_{2}\right\rangle_{\mathbb{C}}$. Finally, the condition $q(w)=0$ implies $q\left(f_{1}, w\right)=0$, that is $w=f_{1}+q\left(f_{2}, w\right) e_{2}$, which is $\mathrm{SO}_{4}$-conjugated to $f_{1}+e_{2}$. At the end of the day, we have reduced to prove that $\left(e_{1}, f_{1}+e_{2}\right)$ and $\left(e_{1}, f_{1}\right)$ are $\mathrm{SO}_{4}$-conjugated, and this is done by the matrix $\left[\begin{array}{cccc}1 & 0 & 0 & -1 \\ 0 & 1 & 1 & 0 \\ 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$.

Corollary. The group $\operatorname{Spin}_{2 m}$ acts transitively on $\mathcal{O}_{1}$ and on $\mathcal{O}_{2}$.
Proof. The spin group $\operatorname{Spin}_{2 m}$ is the universal double cover of $\mathrm{SO}_{2 m}$ and the following SES holds

$$
1 \longrightarrow\{ \pm 1\} \longrightarrow \operatorname{Spin}_{2 m} \longrightarrow \mathrm{SO}_{2 m} \longrightarrow 1
$$

Thus any transformation $A \in \mathrm{SO}_{2 m}$ lifts to two transformations $\pm A \in \mathrm{Spin}_{2 m}$ differing by a sign. But the sign does not affect the action on $\mathcal{O}_{1}$ and $\mathcal{O}_{2}$ since their points are pairs of projective points.

Remark. The above results still hold for $V$ of odd dimension $M=2 m+1$. In this case one considers the quadratic form described by the matrix $\left[\begin{array}{cc}Q & \\ & \frac{1}{2}\end{array}\right]$ with respect to the standard hyperbolic basis $\left(e_{1}, \ldots, e_{m}, f_{1}, \ldots, f_{m}, u\right)$ for $q(u)=1$. Then it is enough to repeat the same arguments in the previous proves up to substituting every matrix $A$ with the matrix $\left[\begin{array}{ll}A & \\ & 1\end{array}\right]$.

We conclude the following result.
Theorem 7.2.1. Let $G$ be either $\mathrm{SO}_{M}$ or $\operatorname{Spin}_{M}$. The Hamming distance is the unique $G$ invariant in $\mathrm{Q}^{M-2} \times \mathrm{Q}^{M-2}$, splitting in the $G$-orbits
$\mathrm{Q}^{M-2} \times \mathrm{Q}^{M-2}=\Delta_{\mathrm{Q}^{M-2}} \sqcup \mathcal{O}_{1} \sqcup \mathcal{O}_{2}=\left(G \cdot\left(\left[e_{1}\right],\left[e_{1}\right]\right)\right) \sqcup\left(G \cdot\left(\left[e_{1}\right],\left[e_{2}\right]\right)\right) \sqcup\left(G \cdot\left(\left[e_{1}\right],\left[f_{1}\right]\right)\right)$.

### 7.3 Secant bundle on Spinor varieties

The arguments in this section are inspired from [Ver01; Ver09; Ull16]: we thank L. Manivel for suggesting these references. They have been investigated in the attempt of proving the smoothness of both secant and tangent orbits of distance greater or equal than 3 in the secant variety of lines to a Spinor variety. The idea was to prove that the secant bundle gives a desingularization of the secant variety, but we have just been able to exhibit a bijection (as sets) between dense subsets.

We recall that a line bundle $\mathcal{L}$ on a smooth projective variety $X$ is $k$-very ample if every 0 -dimensional subscheme $\mathcal{Z} \subset X$ of length $k+1$ imposes independent conditions on $\mathcal{L}$, or equivalently if the restriction map $H^{0}(X, \mathcal{L}) \rightarrow H^{0}\left(X, \mathcal{L} \otimes \mathcal{O}_{\mathcal{Z}}\right)$ is surjective: in particular, $\mathcal{L}$ is 1 -very ample if and only if it is very ample, and $\mathcal{L}$ is $k$-very ample if and only if there does not exist a 0 -dimensional subscheme $\mathcal{Z} \subset X$ of length $k+1$ lying on a linear subspace $\mathbb{P}^{k-1} \subset \mathbb{P}\left(H^{0}(X, \mathcal{L})^{\vee}\right)$.

Remark 7.3.1. The line bundle $\mathcal{O}_{\mathbb{S}_{N}^{+}}(1)$ on the Spinor variety $\mathbb{S}_{N}^{+}$is very ample, giving the embedding in $\mathbb{P}\left(H^{0}\left(\mathbb{S}_{N}^{+}, \mathcal{O}_{\mathbb{S}_{N}^{+}}(1)\right)^{\vee}\right) \simeq \mathbb{P}\left(\bigwedge^{e v} E\right)$, but not 2 -very ample. Indeed, it would be 2 -very ample if and only if there would not exist a 0 -dimensional subscheme of $\mathbb{S}_{N}^{+}$of length 3 lying on a line $\mathbb{P}^{1} \subset \mathbb{P}\left(\bigwedge^{e v} E\right)$. But we know that the Spinor variety contains lines, defined by pairs of pure spinors having Hamming distance 1.

Secant bundle. Let $\mathcal{L}=\mathcal{O}(1)$ be the very ample line bundle on $X:=\mathbb{S}_{N}^{+}$, and let $\operatorname{Hilb}_{2}(X)$ be the Hilbert scheme of 0-dimensional subschemes of $\mathbb{S}_{N}^{+}$of length 2 . We denote by $\mathcal{E}_{\mathcal{L}}$ the locally free sheaf of rank 2 on $\operatorname{Hilb}_{2}(X)$ having fibers $\left(\mathcal{E}_{\mathcal{L}}\right)_{\mathcal{Z}}=H^{0}\left(X, \mathcal{L} \otimes \mathcal{O}_{\mathcal{Z}}\right)$ : formally, $\mathcal{E}_{\mathcal{L}}:=\left(\pi_{2}\right)_{*}\left(\pi_{1}^{*}\right)(\mathcal{L})$ where $\pi_{1}$ and $\pi_{2}$ are the natural projections from the universal family $\Phi:=\left\{(x, \mathcal{Z}) \in X \times \operatorname{Hilb}_{2}(X) \mid x \in \mathcal{Z}\right\}$ onto $X$ and $\operatorname{Hilb}_{2}(X)$ respectively. From the projection formula, one gets the following global sections of sheaves:

$$
H^{0}\left(\operatorname{Hilb}_{2}(X), \mathcal{E}_{\mathcal{L}}\right)=H^{0}\left(\Phi,\left(\pi_{X}\right)^{*} \mathcal{L}\right)=H^{0}\left(X, \mathcal{L} \otimes\left(\pi_{X}\right)_{*} \mathcal{O}_{\Phi}\right)=H^{0}(X, \mathcal{L})
$$

where the last equality follows since $\pi_{X}$ is a proper projection and $\left(\pi_{X}\right)_{*} \mathcal{O}_{\Phi}=\mathcal{O}_{X}$.
By pushing forward via $\pi_{H}$ the morphism $H^{0}(X, \mathcal{L}) \otimes \mathcal{O}_{\Phi} \rightarrow\left(\pi_{X}\right)^{*} \mathcal{L}$ (of sheaves on $\Phi$ ) one gets the evaluation morphism of sheaves on $\mathrm{Hilb}_{2}(X)$

$$
e v: H^{0}(X, \mathcal{L}) \otimes \mathcal{O}_{H i l b_{2}(X)} \longrightarrow \mathcal{E}_{\mathcal{L}}
$$

defined on the fibre as the restriction: for any $\mathcal{Z} \in \operatorname{Hilb}_{2}(X)$ it holds

$$
\begin{array}{cl}
e v_{\mathcal{Z}}: \quad H^{0}(X, \mathcal{L}) & \longrightarrow\left(\mathcal{E}_{\mathcal{L}}\right)_{\mathcal{Z}}=H^{0}\left(X, \mathcal{L} \otimes \mathcal{O}_{\mathcal{Z}}\right) \\
s & \mapsto s_{\mid \mathcal{Z}}
\end{array}
$$

As $\mathcal{L}$ is very ample, the evaluation

$$
e v_{\mathcal{Z}}: H^{0}(X, \mathcal{L}) \rightarrow H^{0}\left(X, \otimes \mathcal{O}_{\mathcal{Z}}\right)
$$

is a surjection for any $\mathcal{Z} \in \operatorname{Hilb}_{2}(X)$, hence the morphism of sheaves $H^{0}(X, \mathcal{L}) \otimes \mathcal{O}_{H_{i l b_{2}(X)}} \rightarrow \mathcal{E}_{\mathcal{L}}$ is surjective. Moreover, again by very ampleness of $\mathcal{L}$, one can get the injective morphism

$$
\begin{array}{ccc}
\psi: \quad \operatorname{Hilb}_{2}(X) & \hookrightarrow & \operatorname{Gr}\left(2, H^{0}(X, \mathcal{L})\right) \\
\mathcal{Z} & \mapsto & {\left[H^{0}(X, \mathcal{L}) \rightarrow H^{0}\left(X, \mathcal{L} \otimes \mathcal{O}_{\mathcal{Z}}\right)\right]}
\end{array} .
$$

Now, we may think at $\mathbb{P}^{M}=\mathbb{P}\left(H^{0}(X, \mathcal{L})^{\vee}\right)$ as to the 1-dimensional quotients of $H^{0}(X, \mathcal{L})$, i.e.

$$
\mathbb{P}^{M}=\left\{H^{0}(X, \mathcal{L}) \rightarrow Q \mid \operatorname{dim} Q=1\right\} .
$$

We denote by $Q^{1}$ a 1-dimensional vector space. Then one defines the (first) secant bundle $\mathbb{P}_{\mathcal{L}}$ as the $\mathbb{P}^{1}$-bundle on $\operatorname{Hilb}_{2}(X)$ with fibers $\left(\mathbb{P} \mathcal{E}_{\mathcal{L}}\right)_{\mathcal{Z}}=\left\{\left(\mathcal{Z},\left[H^{0}\left(X, \mathcal{L} \otimes \mathcal{O}_{\mathcal{Z}}\right) \rightarrow \mathcal{Q}^{1}\right]\right)\right\}$. The following morphism is well-defined:

$$
\begin{array}{ccc}
f: & \mathbb{P} \mathcal{E}_{\mathcal{L}} & \longrightarrow \\
\left(\mathcal{Z},\left[H^{0}\left(X, \mathcal{L} \otimes \mathcal{O}_{\mathcal{Z}}\right) \rightarrow Q^{1}\right]\right) & \mapsto & {\left[H^{0}(X, \mathcal{L}) \rightarrow Q^{1}\right]}
\end{array} .
$$

Notice that $\left[H^{0}(X, \mathcal{L}) \rightarrow Q^{1}\right] \subset \operatorname{Im}(f)$ if and only if it factors through a certain $H^{0}\left(X, \mathcal{L} \otimes \mathcal{O}_{\mathcal{Z}}\right)$ for some $\mathcal{Z} \in \operatorname{Hilb}_{2}(X)$ : in particular,

$$
f\left(\mathbb{P} \mathcal{E}_{\mathcal{L}}\right)=\sigma_{2}(X) \subset \mathbb{P}\left(H^{0}(X, \mathcal{L})^{\vee}\right)
$$

For any $\mathcal{Z} \in \operatorname{Hilb}_{2}(X)$, the fibre $\left(\mathbb{P} \mathcal{E}_{\mathcal{L}}\right)_{\mathcal{Z}}=\left\{\left(\mathcal{Z},\left[H^{0}\left(X, \mathcal{L} \otimes \mathcal{O}_{\mathcal{Z}}\right) \rightarrow Q^{1}\right]\right)\right\}$ is bijectively mapped via $f$ to the secant line $L(\mathcal{Z}) \subset \sigma_{2}(X)$ intersecting $X$ in the points of $\mathcal{Z}$ : if $\mathcal{Z}=\{p, q\}$ is a reduced subscheme, then the fibre at $\mathcal{Z}$ gives the bisecant line $\left(\mathbb{P} \mathcal{E}_{\mathcal{L}}\right)_{\mathcal{Z}} \stackrel{1: 1}{\mapsto} L(p, q)$, while if $\mathcal{Z}$ is a non-reduced subscheme corresponding to $\{p, v\}$, where $p \in X$ and $v \in T_{p} X$, then the fibre at $\mathcal{Z}$ gives the tangent line $\left(\mathbb{P} \mathcal{E}_{\mathcal{L}}\right)_{\mathcal{Z}} \stackrel{\stackrel{1: 1}{ }}{\mapsto} L_{v}(p)=p+t v$. Finally, in our setting, for any two distinct subschemes $\mathcal{Z}, \mathcal{Y} \in \operatorname{Hilb}_{2}(X)$ the lines $L(\mathcal{Z})$ and $L(\mathcal{Y})$ coincide if and only if they lie in $X$, as the Spinor variety is intersection of quadrics.

Lemma 7.3.2. The restriction of $f$ to $f^{-1}\left(\sigma_{2}\left(\mathbb{S}_{N}^{+}\right) \backslash \overline{\Sigma_{2, N}}\right)$ is a bijection.

Proof. By Theorem 5.2.5, the points in the secant orbits $\Sigma_{l, N}$ for $l \geq 3$ are identifiable, thus any two bisecant lines (given by points in $\Sigma_{l, N}$ for $l \geq 3$, except for the two points in which they intersect $\mathbb{S}_{N}^{+}$) do not intersect away from $\mathbb{S}_{N}^{+}$. By Theorem 5.3.2, the points in the tangent orbits $\Theta_{l, N}$ for $l \geq 3$ are tangential-identifiable, liying on a unique tangent line, hence any two tangent lines do not intersect away from $\overline{\Sigma_{2, N}}$. Finally, by the orbit partition of $\sigma_{2}\left(\mathbb{S}_{N}^{+}\right)$in Theorem 5.1.12, since $\Theta_{l, N} \neq \Sigma_{l, N}$ for any $l \geq 3$, a tangent line and a bisecant line never intersect away from $\overline{\Sigma_{2, N}}$. It follows that $f: \mathbb{P} \mathcal{E}_{\mathcal{L}} \rightarrow \sigma\left(\mathbb{S}_{N}^{+}\right)$is a bijection away from $f^{-1}\left(\overline{\Sigma_{2, N}}\right)$.

Remark. We point out that Vermeire in [Ver09, Proposition 1.2, Theorem 2.2] and Ullery in [U1116, Lemma 1.1] prove the smoothness of $\sigma_{2}(X) \backslash X$ under the assumption of the line bundle giving the embedding to be 3 -very ample: this assumption is the one separating secant and tangent lines away from $X$. In our case, the previous hypothesis is not satisfied (see Remark 7.3.1). At the set-level, the identifibiability and the tangential-identifiability allow to separate secant and tangent lines (away from $\overline{\Sigma_{2, N}}$ ) as well. What is missing is that the above restriction has injective differential, so that it would be an isomorphism.
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