PARALLEL FACTORIZATION FOR TRIDIAGONAL MATRICES*
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Abstract. The authors analyze the problem of solving tridiagonal linear systems on parallel computers. A wide class of efficient parallel solvers is derived by considering different parallel factorizations of partitioned matrices. These solvers have a minimum requirement of data transmission. In fact, communication is only needed for solving a “reduced system,” whose dimension depends on the number of parallel processors used. Moreover, for a given partitioned tridiagonal matrix, the reduced system (which is again tridiagonal) is the same, and represents the only sequential part of the corresponding parallel solver.

Three examples are discussed in more detail; one of them derives a very efficient parallel method based on the cyclic reduction algorithm.

Key words. tridiagonal linear systems, parallel tridiagonal solvers

AMS subject classifications. 65F05, 15A23

1. Introduction. In many fields of application it is necessary to solve tridiagonal linear systems. The best scalar algorithm for their solution derives from the LU factorization of the coefficient matrix. However, this algorithm is quite inefficient on a parallel or vector computer.

In the last several years many algorithms have been proposed to solve tridiagonal linear systems on parallel computers [6], [11], [14], [15], [16]. In this paper we shall consider parallel direct methods. A coarse classification of such methods is partition methods [1], [2], [7], [10], [17], domain decomposition methods [13], and cyclic reduction [3], [5], [8], [9].

We propose a unifying approach to the problem of efficiently solving tridiagonal linear systems on parallel computers when the size of the problem is much greater than the number p of parallel processing units. The approach is based on a more detailed study of factorizations of partitioned matrices. This allows us to derive most of the known algorithms, as well as new ones, in the class of partition methods.

In §§3, 4, and 5, three factorizations are discussed in more detail; they are obtained as simple extensions of widely known scalar factorizations. In §6 the computational cost and the expected speedup of the three algorithms is discussed. In §7 some numerical tests are reported.

2. Factorizations of partitioned matrices. Let us consider the tridiagonal matrix

\[ A = \begin{pmatrix} a_1 & c_1 \\ b_1 & a_2 & c_2 \\ & \ddots & \ddots & \ddots \\ & & & c_{n-1} \\ & b_{n-1} & & a_n \end{pmatrix} \]
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where we assume, for simplicity, that \( n = kp - 1 \). We consider the following partition of \( A \):

\[
A = \begin{pmatrix}
A^{(1)} & c_k^{(1)} e_{k-1} \\
b_{k-1}^{(1)} e_k^T & a_k^{(1)} & c_1^{(2)} e_1^T \\
b_{k-1}^{(2)} e_1 & A^{(2)} & c_k^{(1)} e_{k-1} \\
b_{k-1}^{(2)} e_{k-1}^T & a_k^{(2)} & \\
\vdots & & \ddots \\
a_k^{(p-1)} & c_0^{(p)} e_1^T \\
b_0^{(p)} e_1 & A^{(p)}
\end{pmatrix},
\]

where \( e_1 \) and \( e_{k-1} \) are respectively the first and the last unit vectors of \( R^{k-1} \),

\[
A^{(i)} = \begin{pmatrix}
a_1^{(i)} & c_1^{(i)} \\
b_1^{(i)} & a_2^{(i)} \\
\vdots & & \ddots \\
b_{k-2}^{(i)} & a_{k-1}^{(i)}
\end{pmatrix},
\]

and

\[
a_r^{(i)} = a_{(i-1)k+r}, \quad b_r^{(i)} = b_{(i-1)k+r}, \quad c_r^{(i)} = c_{(i-1)k+r}.
\]

If the blocks \( A^{(i)} \) are nonsingular, we can factor \( A \) as

\[
A = F T,
\]

where, with \( I_{k-1} \) the identity matrix of order \( k - 1 \),

\[
F = \begin{pmatrix}
A^{(1)} & 0 & & & \\
0 & v^{(1)^T} & 1 & w^{(2)^T} & 0 \\
0 & 0 & A^{(2)} & 0 & \\
0 & 0 & v^{(2)^T} & 1 & w^{(3)^T} \\
0 & 0 & 0 & A^{(3)} & 0 \\
\vdots & & & & \ddots \\
0 & 0 & 0 & v^{(p)^T} & 1 \\
\end{pmatrix},
\]

\[
T = \begin{pmatrix}
I_{k-1} & y^{(1)} \\
0^T & \alpha^{(1)} & 0^T & \gamma^{(2)} \\
\beta^{(2)} & I_{k-1} & y^{(2)} & \\
\beta^{(3)} & 0^T & z^{(3)} & I_{k-1} & y^{(3)} & \gamma^{(3)} \\
\vdots & & & \ddots & \alpha^{(p-1)} & 0^T \\
z^{(p)} & I_{k-1}
\end{pmatrix}.
\]
The unknown elements of $F$ and $T$ are obtained from (4) by direct identification:

$$w^{(i)} = c_0^{(i)} e_1, \quad v^{(i)} = b_{k-1}^{(i)} e_{k-1},$$

$$z^{(i)} = b_0^{(i)} (A^{(i)})^{-1} e_1, \quad y^{(i)} = c_{k-1}^{(i)} (A^{(i)})^{-1} e_{k-1},$$

$$\alpha^{(i)} = a_k^{(i)} - b_{k-1}^{(i)} c_{k-1}^{(i)} e_{k-1}^T (A^{(i)})^{-1} e_{k-1} - b_0^{(i+1)} c_0^{(i+1)} e_1^T (A^{(i+1)})^{-1} e_1,$$

$$\beta^{(i)} = -b_0^{(i)} b_{k-1}^{(i)} e_{k-1}^T (A^{(i)})^{-1} e_1, \quad \gamma^{(i)} = -c_0^{(i)} c_{k-1}^{(i)} e_1^T (A^{(i)})^{-1} e_{k-1}.$$

(6)

This formalism is essentially the same used by Johnsson [7] to derive his algorithm. However, from (4) and (5) it is possible to derive many partition methods by observing that the matrices $A^{(i)}$ may be factored in different ways. This will allow us to derive efficient parallel algorithms for the solution of the tridiagonal linear system

$$Ax = b.$$ (7)

Using the factorization (4) the solution of (7) is obtained (see (5)) by first solving in parallel the $p$ linear right-hand subsystems with the matrices $A^{(i)}$ and then updating the corresponding right-hand sides by means of the vectors $v^{(i)T}$ and $w^{(i)T}$. Then we must solve the linear system with the matrix $T$. This implies the solution of the reduced system with the reduced matrix

$$T_p = \begin{pmatrix} \alpha^{(1)} & \gamma^{(2)} & & \\ \beta^{(2)} & \alpha^{(2)} & & \\ & \ddots & \ddots & \\ & & \beta^{(p-1)} & \gamma^{(p-1)} \\ & & & \alpha^{(p-1)} \end{pmatrix}_{(p-1) \times (p-1)}$$

(8)

(which is obvious from (5) and represents the only sequential part of the algorithm). Then the right-hand sides are updated in parallel by means of the vectors $z^{(i)}$ and $y^{(i)}$. Some authors (for instance [2]) also examine the problem of solving the reduced system in parallel. We assume $n \gg p$ (the number of parallel processing units); therefore, we will neglect this aspect.

By choosing different factorizations for the blocks $A^{(i)}$, different parallel tridiagonal solvers can be obtained. However, for each solver the reduced matrix is the same (this is, easily derived from (4) and (5)). This fact is very important, because the stability of a parallel algorithm depends on:

1. the stability of the parallel factorization of the $A^{(i)}$;
2. the algorithm for solving the reduced system.

This means that both the parallel factorization of the $A^{(i)}$ and the factorization of $T_p$ (to solve the reduced system) must be stable for the corresponding parallel algorithm to be stable. Consequently, the two problems can be examined separately.

Let us now consider the reduced matrix (8). If the factorization (4) exists, then the following results hold true.

**Theorem 2.1.** The reduced matrix (8) preserves the property of diagonal dominance of $A$.

**Proof.** If the factorization (4) exists, then the blocks $A^{(i)}$ (see (2) and (3)) are nonsingular and factorizable as

$$P^{(i)} A^{(i)} = L^{(i)} D^{(i)} U^{(i)}.$$
where $P^{(i)}$ is a permutation matrix, $L^{(i)}$ is a lower triangular matrix with unit main diagonal, $U^{(i)}$ is an upper triangular matrix with unit main diagonal, and $D^{(i)}$ is a diagonal matrix. Using the absolute value of matrices, it follows that

$$|A^{(i)}| \leq P^{(i)T} |L^{(i)}| |D^{(i)}| |U^{(i)}| = \hat{A}^{(i)},$$

$$(\hat{A}^{(i)})^{-1} = |U^{(i)}|^{-1} |D^{(i)}|^{-1} |L^{(i)}|^{-1} P^{(i)} \geq |(A^{(i)})^{-1}|.$$

If $A$ is diagonally dominant, it follows that

$$\hat{A}^{(i)} \mathbf{e} \geq |A^{(i)}| \mathbf{e} > |b^{(i)}_0| \mathbf{e}_1 + |c^{(i)}_{k-1}| \mathbf{e}_{k-1},$$

where $\mathbf{e} = (1, \ldots, 1)^T$. The reduced matrix (8) will be diagonally dominant if (see (6))

$$\eta^{(i)} := |a^{(i)}_k| - |b^{(i)}_{k-1}| \mathbf{e}^{T}_{k-1} |(A^{(i)})^{-1}| (|b^{(i)}_0| \mathbf{e}_1 + |c^{(i)}_{k-1}| \mathbf{e}_{k-1})$$

$$- |c^{(i+1)}_0| \mathbf{e}^{T}_1 |(A^{(i+1)})^{-1}| (|b^{(i+1)}_0| \mathbf{e}_1 + |c^{(i+1)}_{k-1}| \mathbf{e}_{k-1}) > 0.$$

Indeed, we have

$$\eta^{(i)} > |a^{(i)}_k| - |b^{(i)}_{k-1}| \mathbf{e}^{T}_{k-1} (\hat{A}^{(i)})^{-1} \hat{A}^{(i)} \mathbf{e}$$

$$- |c^{(i+1)}_0| \mathbf{e}^{T}_1 (\hat{A}^{(i+1)})^{-1} \hat{A}^{(i+1)} \mathbf{e} = |a^{(i)}_k| - |b^{(i)}_{k-1}| - |c^{(i+1)}_0| > 0.$$

Similarly, if the matrix is weakly diagonally dominant.

**Theorem 2.2.** If $A$ is irreducible, then the reduced matrix (8) is irreducible.

**Proof.** By considering the adjoint matrix of $A^{(i)}$, it is simple to show that if $A$ is irreducible, then

$$(A^{(i)})^{-1}_{1,k-1} \neq 0, \quad (A^{(i)})^{-1}_{k-1,1} \neq 0.$$

The thesis follows from (6).

Moreover (see [7]), symmetry and positive definiteness are also preserved.

To underline the local properties of the partition (2), we consider the $(n+p-1) \times n$ matrix $R_p$ recursively defined as follows:

$$R_1 = I_{k-1}, \quad R_i = \begin{pmatrix} I_{k-1} & 1 & 1 \\ 1 & 1 & R_{i-1} \end{pmatrix}, \quad i = 2, \ldots, p.$$

By simple calculations one verifies that

$$A = R_p^T \cdot M \cdot R_p,$$

where $M$ is block diagonal:

$$M = \begin{pmatrix} M^{(1)} \\ \vdots \\ M^{(p)} \end{pmatrix},$$
and

\[ M^{(1)} = \begin{pmatrix} A^{(1)} & c^{(1)}_{k-1} e_{k-1} \\ b^{(1)}_{k-1} e_{k-1}^T & a^{(1)} \end{pmatrix}, \]

\[ M^{(i)} = \begin{pmatrix} 0 & c^{(i)}_{k-1} e_{k-1} \\ b^{(i)}_{k-1} e_{k-1}^T & A^{(i)} \end{pmatrix}, \quad i = 2, \ldots, p - 1, \]

\[ M^{(p)} = \begin{pmatrix} 0 & c^{(p)}_{0} e_{1}^T \\ b^{(p)}_{0} e_{1} & A^{(p)} \end{pmatrix}. \]

If the factorization (4) exists we can state (with some obvious differences for \( M^{(1)} \) and \( M^{(p)} \)) that

\[ M^{(i)} = \begin{pmatrix} 1 & w^{(i)}^T & 0 \\ 0 & A^{(i)} & 0 \\ 0 & v^{(i)}^T & 1 \end{pmatrix} \begin{pmatrix} \alpha^{(i)}_1 & 0^T & \gamma^{(i)} \\ \alpha^{(i)}_2 & z^{(i)} & I_{k-1} \\ \beta^{(i)} & 0^T & \gamma^{(i)}_2 \end{pmatrix}. \]

The vectors \( v^{(i)} \), \( w^{(i)} \), \( z^{(i)} \), \( y^{(i)} \), and the scalars \( \beta^{(i)} \) and \( \gamma^{(i)} \) are the same as in (5). Moreover, we have (see (6) and (8))

\[ \alpha^{(i)}_1 = \alpha^{(i)}_2 + \alpha^{(i+1)}_1, \quad i = 1, \ldots, p - 1, \]

\[ \alpha^{(i)}_1 = -b^{(i)}_0 c^{(i)}_0 e_{1}^T (A^{(i)})^{-1} e_1, \quad \alpha^{(i)}_2 = a^{(i)} - b^{(i)} c^{(i)}_k e_{k-1}^T (A^{(i)})^{-1} e_{k-1}. \]

Therefore, we can "handle" the blocks \( M^{(i)} \), instead of the matrix (2). It follows that a parallel factorization of \( A \) can be characterized by the factorizations of the blocks \( A^{(i)} \) in (10). Nevertheless, in the following sections we shall consider decompositions of \( M^{(i)} \) which are different from (10), but with the constraint that the elements of the reduced matrix must remain unchanged.

3. **Local LU factorization.** In several works the LU factorization has been used to factor the blocks \( A^{(i)} \); for instance, Johnsson's algorithm [7] is equivalent to the following factorization of \( M^{(i)} \):

\[ M^{(i)} = \begin{pmatrix} \alpha^{(i)}_1 & w^{(i)} & \gamma^{(i)} \\ 0 & L^{(i)} U^{(i)} & 0 \\ \beta^{(i)} & v^{(i)} & \alpha^{(i)}_2 \end{pmatrix} \begin{pmatrix} 1 & 0^T & 0 \\ 0 & z^{(i)} & I_{k-1} \\ 0 & 0^T & 1 \end{pmatrix}. \]

If the \( LU \) factorizations (without pivoting) of the blocks \( A^{(i)} \) exist, then the cost of this algorithm is about \( 18n \) scalar (arithmetic) operations when \( L^{(i)} \) has unit main diagonal. The cost is reduced by \( n \) operations when the matrix \( U^{(i)} \) has unit main diagonal. However, we shall consider the following alternative factorization for the blocks \( M^{(i)} \):

\[ M^{(i)} = \begin{pmatrix} \alpha^{(i)}_1 & w^{(i)} & \gamma^{(i)} \\ 0 & L^{(i)} & 0 \\ \beta^{(i)} & v^{(i)} & \alpha^{(i)}_2 \end{pmatrix} \begin{pmatrix} 1 & 0^T & 0 \\ 0 & z^{(i)} & U^{(i)} \\ 0 & 0^T & 1 \end{pmatrix}. \]
The matrices $L^{(i)}$, $U^{(i)}$, the vectors $v^{(i)}$, $y^{(i)}$, and the scalar $\alpha_2^{(i)}$ in (11) are defined such that

$$
\begin{pmatrix}
L^{(i)} & 0 \\
v^{(i)T} & \alpha_2^{(i)}
\end{pmatrix}
\begin{pmatrix}
U^{(i)} & y^{(i)} \\
0T & 1
\end{pmatrix}
$$

is a LU factorization of the submatrix (see (9))

$$
\begin{pmatrix}
A^{(i)} & c_{k-1}^{(i)} e_{k-1} \\
b_k^{(i)} e_{k-1}T & \alpha_k^{(i)}
\end{pmatrix}.
$$

This implies that the matrix $L^{(i)}$ is lower bidiagonal, the matrix $U^{(i)}$ is upper bidiagonal and only the last component of the vectors $y^{(i)}$ and $v^{(i)}$ is nonzero. Moreover, from (11) and (9) we obtain

$$
L^{(i)} z^{(i)} = b_0^{(i)} e_1, \quad U^{(i)T} w^{(i)} = c_0^{(i)} e_1,
$$

$$
\alpha_1^{(i)} = -w^{(i)T} z^{(i)}, \quad \beta^{(i)} = -v^{(i)T} z^{(i)}, \quad \gamma^{(i)} = -w^{(i)T} y^{(i)}.
$$

We observe that $z^{(i)}$ and $w^{(i)}$ are full vectors: we shall call them fill-in vectors.

From widely known results about the LU factorization (see, for example, [4]) it follows that the parallel solver corresponding to (11) is stable if $A$ is diagonally dominant or weakly diagonally dominant and irreducible, or symmetric and positive definite.

4. Local LUD factorization. An alternative factorization for the block $M^{(i)}$ which preserves the banded structure of the matrix $A^{(i)}$ is obtained by diagonalizing $A^{(i)}$ by means of Gauss transformations. In this case, the matrix $A^{(i)}$ is factored in the form $L^{(i)} U^{(i)} D^{(i)}$ where $L^{(i)}$ and $U^{(i)}$ are, respectively, lower and upper bidiagonal with unit main diagonal and $D^{(i)}$ is diagonal. Then, the local LUD factorization is given by

$$
M^{(i)} = \begin{pmatrix}
1 & 0T & 0 \\
0 & L^{(i)} & 0 \\
0 & v^{(i)T} & 1
\end{pmatrix}
\begin{pmatrix}
1 & w^{(i)T} & 0 \\
0 & U^{(i)} & 0 \\
0 & 0T & 1
\end{pmatrix}
\begin{pmatrix}
\alpha_1^{(i)} & 0T & \gamma^{(i)} \\
z^{(i)} & D^{(i)} & y^{(i)} \\
\beta^{(i)} & 0T & \alpha_2^{(i)}
\end{pmatrix},
$$

where

$$
L^{(i)} U^{(i)} z^{(i)} = b_0^{(i)} e_1, \quad D^{(i)} w^{(i)} = c_0^{(i)} e_1,
$$

$$
U^{(i)} y^{(i)} = c_{k-1}^{(i)} e_{k-1}, \quad D^{(i)} v^{(i)} = b_{k-1}^{(i)} e_{k-1},
$$

$$
\alpha_1^{(i)} = -w^{(i)T} z^{(i)}, \quad \alpha_2^{(i)} = a_k^{(i)} - v^{(i)T} y^{(i)},
$$

$$
\gamma^{(i)} = -w^{(i)T} y^{(i)}, \quad \beta^{(i)} = -v^{(i)T} z^{(i)}.
$$

Therefore, both $v^{(i)}$ and $w^{(i)}$ have only one nonzero entry, while $z^{(i)}$ and $y^{(i)}$ are fill-in vectors. The stability considerations of the factorization are similar to those of the local $LU$ factorization.

The parallel solver corresponding to (12) is an improved version of Wang's algorithm [12], [18] (compare the parallel operation count reported in §6 with [18]).
5. **Local cyclic reduction (CR) factorization.** Cyclic reduction is an interesting algorithm for the solution of tridiagonal linear systems on vector and parallel computers [3], [5], [8], [13]. However, its parallel implementation needs a synchronization among the processors at each step of the reduction (see [8]). Here we propose a way to overcome this problem.

We apply the cyclic reduction locally to each block \( A^{(i)} \) in (9). Even if this factorization is more expensive than the \( LU \) or \( LUD \) factorizations, there are no fill-in vectors in the corresponding factorization of the block \( M^{(i)} \). This implies, as we shall see later, that the resulting parallel algorithm is no more expensive than the ones previously examined.

First we recall some notions concerning the cyclic reduction factorization. If we consider an odd-even permutation matrix \( P_1 \) of dimension \( k - 1 \), it follows that

\[
A^{(i)} = P_1^T \begin{pmatrix} C_1 & T_1 \\ S_1 & B_1 \end{pmatrix} P_1,
\]

(we neglect the upper index to simplify the notation). \( C_1 \) and \( B_1 \) are diagonal matrices containing the odd and even diagonal elements of \( A^{(i)} \), respectively; \( S_1 \) and \( T_1 \) are bidiagonal matrices with the off-diagonal elements on the even and odd rows of \( A^{(i)} \). If \( C_1^{-1} \) exists, then we define

\[
(13) \quad A^{(i)} = P_1^T L_1 D_1 U_1 P_1 = P_1^T \begin{pmatrix} I & I \\ S_1C_1^{-1} & I \end{pmatrix} \begin{pmatrix} I \\ A_1 \end{pmatrix} \begin{pmatrix} C_1 & T_1 \\ I \end{pmatrix} P_1,
\]

where \( A_1 = B_1 - S_1 C_1^{-1} T_1 \) is again tridiagonal (of dimension \( [(k - 1)/2] \)). We can repeat the same operations for \( D_1 \) by considering the matrix

\[
P_2 = \begin{pmatrix} I \\ Q_2 \end{pmatrix},
\]

where \( Q_2 \) is the odd-even permutation matrix of order \( [(k - 1)/2] \). The process continues until \( D_r \) \((r = \lfloor \log_2 k \rfloor)\) is the identity matrix of order \( k - 1 \).

Then, we extend the factorization (13) to the matrix \( M^{(i)} \) by means of the following matrices:

\[
\hat{P}_1 = \begin{pmatrix} 1 \\ P_1 \end{pmatrix},
\]

\[
\hat{L}_1 = \begin{pmatrix} 1 & \hat{w}_1^T & 0^T & 0 \\ 0 & I & O & 0 \\ 0 & S_1C_1^{-1} & I & 0 \\ 0 & \hat{v}_1^T & 0^T & 1 \end{pmatrix}, \quad \hat{U}_1 = \begin{pmatrix} 1 & 0^T & 0^T & 0 \\ \hat{z}_1 & C_1 & T_1 & \hat{y}_1 \\ 0 & O & I & 0 \\ 0 & 0^T & 0^T & 1 \end{pmatrix},
\]

and

\[
(14) \quad \hat{D}_1 = \begin{pmatrix} \hat{\alpha}_1 & 0^T & \hat{w}_1^T & \hat{\gamma} \\ 0 & I & O & 0 \\ \hat{z}_1 & O & A_1 & \hat{y}_1 \\ \hat{\beta} & 0^T & \hat{v}_1^T & \hat{\alpha}_2 \end{pmatrix}.
\]
Defining the vector \( \mathbf{w}^T_1 = (\mathbf{\hat{w}}^T_1, \mathbf{\hat{w}}^T) \), and similarly the vectors \( \mathbf{v}, \mathbf{z}, \), and \( \mathbf{y} \), we obtain

\[
U^T_1 \mathbf{w}_1 = c^{(i)}_0 \mathbf{e}_1, \\
U^T_1 \mathbf{v}_1 = b^{(i)}_k P^T \mathbf{e}_{k-1}, \\
L_1 \mathbf{z}_1 = b^{(i)}_0 \mathbf{e}_1, \\
L_1 \mathbf{y}_1 = c^{(i)}_k P^T \mathbf{e}_{k-1}, \\
\hat{\alpha}_1 = -\mathbf{\hat{w}}^T_1 \mathbf{\hat{z}}_1, \\
\hat{\alpha}_2 = a_k^{(i)} - \mathbf{\hat{v}}^T_1 \mathbf{\hat{y}}_1, \\
\hat{\beta} = -\mathbf{\hat{v}}^T_1 \mathbf{\hat{z}}_1, \\
\hat{\gamma} = -\mathbf{\hat{w}}^T_1 \mathbf{\hat{y}}_1.
\]

It results that all the vectors \( \mathbf{\hat{w}}, \mathbf{\hat{z}}, \mathbf{\hat{v}}, \mathbf{\hat{y}}, \mathbf{\hat{w}}, \mathbf{\hat{z}}, \mathbf{\hat{v}}, \mathbf{\hat{y}} \) have at most one nonzero element, that is, there are no fill-in vectors.

We observe that \( \hat{\beta} = 0 \) and \( \hat{\gamma} = 0 \); moreover if one removes the blocks on the second row and second column of \( \hat{D}_1 \), the resulting matrix is still tridiagonal.

The structure of the matrices \( \hat{D}_i \), for \( i = 2, \ldots, r - 1 \), is similar to (14). At the \( r \)th step, we have

\[
\hat{D}_r = \begin{pmatrix}
\alpha^{(i)}_1 & \mathbf{0}^T & \gamma^{(i)} \\
\mathbf{0} & I_{k-1} & \mathbf{0} \\
\beta^{(i)} & \mathbf{0} & \alpha^{(i)}_2
\end{pmatrix},
\]

where \( \alpha^{(i)}_1, \alpha^{(i)}_2, \beta^{(i)}, \gamma^{(i)} \) are the scalars defined in (10).

The corresponding parallel solver is stable when \( A \) is strongly diagonally dominant or weakly diagonally dominant and irreducible (see [3]), or symmetric and positive definite.

We observe that the cyclic reduction algorithm is easily vectorizable [9], [13]: it follows that the local cyclic reduction algorithm can also be efficiently implemented on a parallel computer whose processors have vector facilities. This is not true for the parallel methods previously considered.

6. Computational cost. We compare the three methods presented in the previous sections from the point of view of their computational cost, in terms of number of operations, transmission of data, and required memory.

The number of scalar operations and data transmission is almost the same for the three methods. In fact, the parallelizable section of the three algorithms accounts for about \( 17n \) operations; in Tables 6.1–6.3 there are operation counts for each processor (for the first one and the last one it is different, because of the different structure of \( M^{(1)} \) and \( M^{(p)} \) (see (9))).

**Table 6.1**

<table>
<thead>
<tr>
<th>processor</th>
<th>add</th>
<th>multiply</th>
<th>divide</th>
<th>total</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3k - 3</td>
<td>3k - 3</td>
<td>2k - 2</td>
<td>8k - 8</td>
</tr>
<tr>
<td>2, ..., p - 1</td>
<td>6k - 8</td>
<td>8k - 8</td>
<td>3k - 3</td>
<td>17k - 19</td>
</tr>
<tr>
<td>p</td>
<td>6k - 10</td>
<td>8k - 14</td>
<td>3k - 4</td>
<td>17k - 28</td>
</tr>
</tbody>
</table>
Moreover, on a distributed memory parallel computer with \( p \) processors, we have \( 6(p-1) \) parallel data transmissions on each processor to construct the reduced system. This cost is for a one-dimensional torus interconnection topology among the parallel units. The scalar count of nonparallel operations is \( 10p - 17 \). This cost is for the construction and the solution of the reduced system by means of its \( LU \) factorization.

The comparison algorithm, for evaluating the speedup of the problem, is the scalar \( LU \) factorization algorithm, whose cost is \( 8n - 7 \) operations. It follows that the expected speedup of the problem on \( p \) processors is given by \((n = kp - 1)\):

\[
(15) \quad s(n; p) \approx \frac{8n}{17p + 10p + 6\eta} \approx p \frac{8k}{17k + 10p + 6\eta} \to p \frac{8}{17}, \quad \text{when } n \to \infty,
\]

where \( \eta \) is the ratio between the time to execute one \textit{operation} and the time to send or receive one datum.

Even if the expected speedup is the same for the three algorithms, their memory requirements are different. In fact, the local \( LU \) and \( LUD \) algorithms require six vectors of length \( k \) per processor: three vectors are for the coefficients of the matrix; one vector contains the right-hand side at the beginning, and then, the computed solution; the last two are fill-in vectors. On the contrary, the local cyclic reduction algorithm, which has no fill-in vectors, needs only four vectors per processor. This implies that this solver has a minimum memory requirement, and in this sense it is best of the three algorithms.

7. \textbf{Numerical tests.} The algorithms examined in §§3, 4, and 5, have been implemented in Parallel Fortran [19] with the Express communication library [20] on a MicroWay Multiputer, which has a network of 32 transputers T800-20 each one with a local memory of 1 Mb. The scalar \( LU \) algorithm has been implemented in Fortran on a single transputer T800-20 with 16 Mb of memory.

The speedup obtained on 4, 8, 16, and 32 processors is reported in Table 7.1 for the local \( LU \) algorithm, in Table 7.2 for the local \( LUD \) algorithm, and in Table 7.3 for the local cyclic reduction algorithm.

We have observed that (for the compiler used) the smaller the data area is, the faster the code runs. This fact should be sufficient to explain why some of the speedups reported in Tables 7.1–7.3 are greater than the asymptotic speedup in (15) (a similar
result is also in [6, §4.4]), and why local cyclic reduction (which has no fill-in vectors) is the algorithm with the best performance. Nevertheless, we are not able to explain the measured differences between the performances of the local LU and the local LUD algorithms.

From the above results, and from the considerations made in §6, we can conclude that the local cyclic reduction algorithm is the most efficient parallel tridiagonal solver of these considered.

<table>
<thead>
<tr>
<th>Table 7.1</th>
<th>Measured speedup for the local LU algorithm.</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>p = 4</td>
</tr>
<tr>
<td>400</td>
<td>1.50</td>
</tr>
<tr>
<td>800</td>
<td>1.76</td>
</tr>
<tr>
<td>1600</td>
<td>1.93</td>
</tr>
<tr>
<td>3200</td>
<td>2.03</td>
</tr>
<tr>
<td>6400</td>
<td>2.08</td>
</tr>
<tr>
<td>12800</td>
<td>2.11</td>
</tr>
<tr>
<td>25600</td>
<td>2.12</td>
</tr>
<tr>
<td>51200</td>
<td>2.20</td>
</tr>
<tr>
<td>128000</td>
<td>8.30</td>
</tr>
<tr>
<td>256000</td>
<td>16.14</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 7.2</th>
<th>Measured speedup for the local LUD algorithm.</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>p = 4</td>
</tr>
<tr>
<td>400</td>
<td>1.56</td>
</tr>
<tr>
<td>800</td>
<td>1.73</td>
</tr>
<tr>
<td>1600</td>
<td>1.82</td>
</tr>
<tr>
<td>3200</td>
<td>1.88</td>
</tr>
<tr>
<td>6400</td>
<td>1.91</td>
</tr>
<tr>
<td>12800</td>
<td>1.92</td>
</tr>
<tr>
<td>25600</td>
<td>1.93</td>
</tr>
<tr>
<td>51200</td>
<td>3.84</td>
</tr>
<tr>
<td>128000</td>
<td>7.62</td>
</tr>
<tr>
<td>256000</td>
<td>14.65</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>Table 7.3</th>
<th>Measured speedup for the local CR algorithm.</th>
</tr>
</thead>
<tbody>
<tr>
<td>n</td>
<td>p = 4</td>
</tr>
<tr>
<td>400</td>
<td>1.52</td>
</tr>
<tr>
<td>800</td>
<td>1.83</td>
</tr>
<tr>
<td>1600</td>
<td>2.05</td>
</tr>
<tr>
<td>3200</td>
<td>2.18</td>
</tr>
<tr>
<td>6400</td>
<td>2.25</td>
</tr>
<tr>
<td>12800</td>
<td>2.28</td>
</tr>
<tr>
<td>25600</td>
<td>2.30</td>
</tr>
<tr>
<td>51200</td>
<td>4.56</td>
</tr>
<tr>
<td>128000</td>
<td>8.98</td>
</tr>
<tr>
<td>256000</td>
<td>17.38</td>
</tr>
</tbody>
</table>
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